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A B S T R A C T   

Neural representation has long been thought to follow the modularity hypothesis, which states that each type of 
information corresponds to a specific brain area. Though supported by many studies, this hypothesis surfers the 
pitfall of inefficiency for information encoding. To overcome difficulties the modularity representation hy-
pothesis faced, researchers have proposed that information may be distributed represented in a specific brain 
area. The distributed representation hypothesis along with the multi-variate pattern approaches have made great 
success in detecting representation patterns in the previous decade. However, this hypothesis implicitly requires 
that the pattern should be transformed in a consistent way with respect to all of the represented information in 
the specific brain area. And the accuracy and validity of this prediction have never been thoroughly tested. Here 
in the present study, we tested this prediction in two open datasets compiling the object recognition. We vali-
dated the distributed representation patterns in the lateral occipital complex/ventral temporal gyrus where all 
six classifiers were capable of predicting the correct category represented. Furthermore, we correlated the 
classifiers’ decision function values to the bold signals and found that the decision function value of the logistic 
regression classifier was exclusively correlated with activities of the same brain area in both datasets. These 
results support the distributed representation hypothesis and suggest that our neural system may be embedded 
within the algorithm of a specific classifier.   

1. Introduction 

Where and how our neural systems encode information are funda-
mental questions of neuroscience. One prevailing hypothesis of these 
questions is the modularity hypothesis which states that one specific 
brain area is responsible for the processing of a specific category of in-
formation. However, in the first trial to identify specific area for a 
memory trace, researchers found that the amount of memory retained 
for a specific event was only correlated with the size of the brain tissue 
removed but not the location of the brain area [25]. This instead support 
the distributed representation hypothesis which assumes information 
was encoded distributedly across all brain areas. The first convinced 
evidence for modularity hypothesis came from a lesion observation 
which found that impairment of a part of the inferior frontal gyrus 
disables the production of language. This area was later named Broca’s 
area in memory of its discoverer. Recently, brain regions encoding a 

specific type of stimulus can be easily detected with functional magnetic 
resonance imaging (fMRI) using the general linear model (GLM) 
methods (i.e., the univariate method) [9]. In the GLM framework, neural 
responses to a given category of information are contrasted to some 
baseline condition, yielding brain regions where the activity is corre-
lated with thereby processing this category of information. With this 
univariate method, in tasks require object recognition, researchers have 
revealed that the information of objects was encoded in the ventral 
temporal cortex [11,12], and within this area, the encoding of face in-
formation was located at a subarea called the fusiform face area [22]. 
Along with several other univariate studies, these findings largely sup-
port the modularity hypothesis. 

However, the distributed representation hypothesis is yet aban-
doned. Though the modularity hypothesis and the univariate methods 
have made great success detecting brain areas responding to specific 
categories of stimuli, it is insufficient for encoding all the complex 
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information in the world. As Haxby pointed out [14], the univariate 
methods tend to ignore submaximal responses and implicitly hypothe-
size that these weaker but significant brain responses play no roles in 
representation. This hypothesis seems improbable on two counts. First, 
this method is inefficient in information representation in the sense that 
it discards information in the submaximal responses thereby contra-
dicting the method in analyzing population response representation. 
Second, it seems impossible that there exists a specific brain region for 
each stimulus category as any given face or object can be treated as a 
category [14]. In light of these defects, the distributed representation 
hypothesis was then refined, assuming that encoding of different stimuli 
can be in a shared brain region but is represented by different activation 
patterns [16]. To test the distributed representation hypothesis, multi-
variate approach (i.e. the Multivariate pattern analysis) was developed 
to detect the distributed representation of information [13,17,30]. 

This approach was formally expressed as machine learning methods. 
Usually, neural responses of one brain region of interest (ROI) from part 
of the data were used to train a classifier, and the prediction of the 
classifier was tested on the rest. Hig her than chance-level performance 
of the classifier reveals that the stimuli are distributed represented in 
this brain area. After it was proposed, the MVPA methods have been 
widely used in cognitive neuroscience [15,29] and found that a large 
amount of information such as object categories [16], emotion states [2] 
and decision values [21] are all distributedly represented in the brain. 
However, comprehensively testing of the distributed representation re-
quires answering the question of how and where these representations 
are transferred to. That is, if information is indeed distributedly repre-
sented in some brain areas, the neural system must be able to read out 
the information in a consistent way for different stimuli. This means 
that, for a specific brain area, there should be a transformation method 
that can be applied to all distributed representations of information, and 
the transformed information should be transferred to the same brain 
area for all representations. 

In the machine learning framework of MVPA, the neural response of 
a brain region can be treated as a point in a high-dimensional Euclidean 
space and the classifiers made their decision of what this neural response 
represent based on a scalar (i.e., the decision function value or decision 
value for short) representing the distance of this point to a high- 
dimensional plane (i.e., the decision plane).The decision function 
value of classifiers serves as a good candidate for what the distributed 
representation information transfer to. Indeed, researchers have used 
the decision function value of support vector machine (SVM) as a re-
gressor in the GLM to explore where the distributed representation 
patterns are transformed [4]. However, this study didn’t fully test the 
distributed representation hypothesis, they only used one classifier, (i.e., 
the linear SVM), and tested this multi-variate pattern transformation in 
only one dataset of two mental states (thus two categories of informa-
tion). Fully testing the hypothesis requires finding a consistent way of 
information transformation for multiple categories. Furthermore, as the 
brain area may implement multiple information transformation 
methods, more than one classifier should be tested. 

To fill this gap, in the present study, we fully tested the distributed 
representation hypothesis in two open datasets. All datasets tackled the 
object representation in the ventral pathway. The first dataset (the 
exploratory dataset) focused on a subset of animals, and the second (the 
confirmatory dataset) explored a subset of furniture. Specifically, in the 
first dataset, we identified several brain areas that respond to pictures of 
animals. Several classifiers were trained to detect what the activation 
patterns of these brain areas represent. And decision values of all these 
classifiers were submitted to a general linear model to find brain areas 
whose activity was correlated to the decision values. Then, we tried to 
replicate the results in the exploratory dataset, again we correlated brain 
activities with decision function values when the participants looked at 
the picture. We argue that it would be convincing evidence of the 
distributed representation if there exist one or more classifiers whose 
decision function value was correlated with the activities of the same 

brain areas across both datasets. 

2. Methods 

2.1. Exploratory dataset analyses. 

2.1.1. Exploratory dataset 
Detailed descriptions of the dataset are in the Openneuro reservoir 

https://openneuro.org/datasets/ds000241/versions/00002. Briefly, 
participants completed a recognition memory task with a slow event- 
related design in which pictures of six animal categories were pre-
sented (Fig. 1A). On each trial, six encoding events, each from one an-
imal type, were followed by one probe event. In each encoding event, 
three exemplars of the animal were presented each for 500 ms without 
gaps. And in the probing event, another three exemplars (i.e., a probe) 
from one animal category were presented, participants were asked to 
determine whether the probe was identical to one of the encoding 
events. All events are followed by a fixation of 4500 ms. Twelve par-
ticipants were included in the dataset. 

2.1.2. Preprocessing 
All fMRI analyses were performed using SPM12 (Wellcome Trust 

Center for Neuroimaging). Functional images were first slice-timing and 
then motion-corrected by first realigning the first image of each run to 
the first image of the first run and then all other images were realigned 
to the first image of each run. T1-weighted image was then coregistered 
to the mean functional image, and then segmented using SPM12′s new 
segmentation method. Deformation information images generated from 
the new segmentation procedure were then applied to each functional 
image to transform them to the standard MNI space, while resampling to 
a voxel size of 3 mm × 3 mm × 3 mm. All functional images were then 
smoothed with a Gaussian kernel of 8-mm full width at half maximum. 

2.1.3. Localizer (GLM-1) 
GLM-1 was aimed to find brain regions that respond to animals in the 

exploratory dataset. It was built on the smoothed images, we added the 
following regressors for each run: R1 was an indicator function for 
encoding events consisting of boxcar function for each event lasts for 
1.5 s (same as the events’ duration). R2 was an indicator function for the 
exemplars in probe events, which was modeled as a boxcar function of 
1.5 s started from the onsets of the first exemplar. These two regressors 
were convolved by the SPM’s canonical hemodynamic response func-
tion. Nuisance regressors included six head-motion parameters resulting 
from the realignment process, and run specific constant. A high-pass 
filter of 128 s was applied to remove low-frequency drifts and the 
GLM also included an AR(1) regressor to control for the fMRI’s auto-
correlations. SPM’s default restricted maximum likelihood estimation 
was used to estimate all GLMs. We performed first-level contrast of 
encoding events for each participant (R1). This contrast compares the 
neural response at the time of encoding to the implicit baseline (i.e. 
neural response to the jitter). Then contrast images from all participants 
were submitted to the second-level analysis (SPM’s standard summary 
statistics method) and one-sample test was used to search for the brain 
areas involved in the encoding of animals. We applied a peak level p <
0.05 family-wise error correction to control for the multiple 
comparisons. 

2.1.4. Reliability Check 
It’s widely believed that the signal to noise ratio of the event related 

design is relatively low, hence, to check the reliability of our following 
decoding analysis, we estimated the temporal signal to noise ratio 
(tSNR) and contrast to noise ratio (CNR) of the data. For each voxel, the 
tSNR was calculated as its averaged bold signals divided by the standard 
deviation of the signal. The smoothed data was used to compute the 
tSNR. We computed the tSNR for each run of each subject, and used the 
median of the all runs as the tSNR estimates for each subject [38]. Then 
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median across all subjects serves as a group tSNR estimate. 
The tSNR measures how large the noise is regardless of the task 

design, we further used the contrast-to-noise ratio (CNR) to measure 
how reliable the contrast we interested in is. This CNR is defined as the 
mean signal difference between the condition we interested and the 
baseline condition divided by the standard deviation of the noise. In the 
current study we estimated the CNR by the contrast value of the 
encoding events divided by standard deviation of GLM1′s residuals. And 
as the scans of the bold signal is large, we thus estimated the CNR as the 
t-value of the contrast. We calculated CNR for each subject, and the 
Median across all subjects were again used as the group level CNR 
estimate. 

2.1.5. Trial-wise responses to object (GLM-2) 
GLM-2 estimated trial-wise activation for each object category, 

preparing data for the decoding analysis. Thus, GLM-2 was built on the 
un-smoothed data. It had the following regressors: R1s were a series of 
regressors each modeled an encoding event. Each regressor was a boxcar 
function with the same onset and duration (i.e., 1.5 s) of the event. R2 
was an indicator function for the exemplars in all probe events, each 
lasted for 1.5 s from the onset of the first exemplar to the end of the 
probe. Nuisance regressors were also included for head-motion, run 
specific constants, AR(1) autocorrelations. The bold signal was high- 
pass filtered with a 128 s filter. Trial-wise neural responses to the ob-
jects were estimated using SPM’s restricted maximum likelihood 
estimation. 

2.1.6. Decoding analyses 
All machine learning algorithms were implemented using the nilearn 

package and the scikit-learn package in Python. To explore the distrib-
uted representation in the lateral occipital complex and ventral temporal 
areas (LOC/VT area), we trained several classifiers and leveraged a leave 
one run out cross-validation strategy to test the sanity of classifiers. 
Specifically, we considered the following widely used classifiers: C1 
which was a correlation classifier, C2 was a logistic regression, C3 was a 
logistic regression with L1 regularization, C4 was a logistic regression 
with l2 regularization, C5 was a support vector machine with linear 
kernel, and C6 was a support vector machine with non-linear kernel (the 
default rbf kernel). 

In C1 (Correlation classifier), we averaged neural response across 

trials for each object category in the ROI and used this averaged neural 
activation as an activation template. Then, voxel-wise correlations be-
tween sample data and each activation template of an object category 
were defined as the decision function for this category. All other clas-
sifiers are natively binary, so scikit-learn’s one vs. rest method was used 
to construct a corresponding multiple-class classifier for C2-C6. In this 
method, a two-class classifier was trained for each category, and the 
most confident category was used to predict the test sample data. 
Geometrically, the decision function of each category for C2-C6 is thus a 
signed distance between the sample data to a decision boundary for this 
category. For the linear classifier, the decision boundary is a plane while 
for the non-linear classifier it is a curved surface in a high dimensional 
Euclidean space. In the one vs. rest method used in scikit-learn, the 
category with the highest decision function value was chosen as the 
predicted category. 

In the localizer analyses, two clusters survived the corrections of 
multiple comparisons (the bi-lateral lateral occipital complex/ ventral 
temporal cortex (LOC/VT) areas), then trial-wise BOLD responses from 
all voxels from these clusters were extracted as features for decoding. As 
the exploratory dataset was fully balanced in the sense that all object 
categories were presented the same times in each run and all runs had 
the same trials, we used decoding accuracy as our cross-validation 
measure. We adopted a leave-one-run-out approach to compute the 
decoding accuracy in which each run was chosen once as the testing data 
while data from all other runs were used as training data. Decoding 
accuracies were tested across participants using one-sample t-test 
against chance level. To further confirm the significance of the decoding, 
we used the following permutation methods to determine the p-value for 
each classifier. For each participant, we randomly assigned labels to data 
100 times to generate 100 datasets, classifiers were then trained on these 
datasets to generate 100 null accuracies. A group-level null accuracy 
was generated for each classifier by averaging across one randomly 
sampled null accuracy from each participant. Then 10,000 group level 
null accuracy were generated to create an empirical null distribution for 
each classifier, and true group average accuracy was compared to this 
null distribution to determine the p-value. To further confirm the reli-
ability of the decoding results, we compute the confusion matrix for each 
classifier. Specifically, for each object category revealed to the partici-
pants, the frequency of the categories predicted by each classifier were 
computed. 

Fig. 1. Illustration of tasks in two datasets. A) Timeline of trials in the exploratory dataset. One trial consists of seven events of which six are encoding events, and 
one is the probing event. In each encoding event, participants saw three exemplars of one animal category each for 500 ms. In the probing event, a probing cue was 
presented for 1000 ms followed by three exemplars of an animal category each for 500 ms. Participants were asked to determine whether the three exemplars were 
identical to any of the encoding events in this trial. B) Timeline of trials in the confirmatory dataset. Top panel, trial in the recognition task. A picture of one piece of 
furniture was presented for 1000 ms, then participants were asked to choose the correct category of the furniture. Bottom panel, trials in the drawing task. Picture of 
one piece of furniture was presented for 300 ms, then participants were given 35 s to draw this furniture. 

S. Zhang et al.                                                                                                                                                                                                                                   



Neuroscience Letters 783 (2022) 136709

4

2.1.7. Information transformation and transfer 
We then asked how the distributed representation is transformed and 

where this information is transferred. Critically, each classifier adopts a 
different information transformation method. All classifiers make their 
decisions based on the value of the decision function which is a trans-
formed information of the distributed representation. Thus, the neural 
response to this decision-function value may serve as an indicator that 
which neural system implements the algorithm of classifiers. Notably, 
different classifiers reach their accuracies adjusting the decision 
boundaries by different loss functions. So even all linear classifiers apply 
a plane as their decision boundary, the decision value could differ a lot. 
This significant property of the classifiers allows us to dissociate infor-
mation transformed by different classifiers. 

Following these rationales, we fitted six GLMs (GLM-3 to GLM-9) 
each for a classifier. For each GLM, three regressors of interest were 
added. R1 was an indicator function for all encoding events which was 
modeled as boxcar function lasts from the onsets of the event and for 1.5 
s. R2 was a parametric modulator of R1 with the decision function value 
of the classifier for the real category. R3 was a parametric modulator of 
R1 with a decision function value of the predicted category. Parametric 
modulators were not orthogonalized between each other. All other 
omitted details were the same as GLM-1. We were interested in two 
contrast that looked for areas whose BOLD response correlates with 
decision function values of the true category (i.e. the picture presented) 
or the predicted category (i.e., the category with the highest decision 
function value). We identified regions that passed whole-brain cluster 
correction at p < 0.05 combined with a voxel-wise threshold of p <
0.005. We applied this lenient voxel-wise threshold as the dataset only 
has 12 participants, a strict threshold may miss important effect. 

2.2. Confirmation data analysis. 

As our deduction, the distributed representation hypothesis requires 
all distributed representation in the same brain areas to be read out by 
the same transformation methods and to the same brain area. Thus, we 
repeated our analyses in a second dataset in which a different object 
subset (i.e. furniture) was used as stimuli. It has been reported that 
furniture like chairs or beds shared the same brain area with animals 
[16]. These analyses of the confirmatory dataset would provide a 
powerful test of the distributed representation hypothesis. 

2.2.1. Confirmatory dataset (dataset 2) 
The second dataset tackled the effect of drawing on object recogni-

tion (Fig. 1B, See https://openneuro.org/datasets/ds002241/versions/ 
1.1.0 for details). Specifically, participants completed 6 runs of recog-
nition task, and 2 runs of drawing task were performed after the fourth 
recognition run. Pictures of four furniture categories were presented to 
participants during the experiment. On each trial of the recognition run, 
a picture of the furniture was presented for 1000 ms followed by a 900 
ms probe asking the participants to select the correct category of the 
furniture from two alternatives. In the drawing task, one picture of the 
furniture was presented for 3000 ms followed by a time window in 
which participants drew the picture for 35 s. Only two categories of the 
furniture were presented in the drawing runs, referred to as the trained 
categories. Thirty-one participants were included in the analyses of the 
original paper, in which data of 3 participants are incomplete in the 
reservoir, resulting in a data sample of 28 participants in our analyses. 
As for the exploratory dataset, we estimated the tSNR and CNR of the 
confirmatory dataset similarly as described in the exploratory dataset 
analysis. 

2.2.2. Trial-wise responses to object (GLM-2′) 
For all analyses ran on the confirmatory dataset, only recognition 

runs were included. As regressors of interests, GLM-2′ consisted of a 
series of indicator functions each was a boxcar function that lasts from 
trial onsets to the end (i.e. for 1.9 s). Other omitted details are the same 

as GLM-2. We again estimated trial-wise BOLD response to the objects’ 
picture using SPM’s restricted maximum likelihood estimation. 

2.2.3. Decoding analysis 
As a replication, we used brain regions identified in the localizer 

analysis for the exploratory dataset as the regions of interest for feature 
selection. All classifiers used in the exploring analysis were considered, 
and the same inference methods were used when comparing the accu-
racy of classifiers to the chance level. Similar to the exploratory dataset, 
confusion matrix was also calculated for each classifier. 

2.2.4. Information transformation and transfer 
Brain areas encoding decision function value for all six classifiers 

were detected in GLM-3′ to GLM-9′ (corresponding to GLM-3 to GLM-9). 
Similar to the exploratory dataset, we included the following regressors 
for each GLM: R1 was an indicator function for all encoding events 
which was modeled as boxcar function last from the onsets of the event 
and for 1.5 s. R2 was a parametric modulator of R1 with the decision 
function value of the classifier for the true category. R3 was a parametric 
modulator of R1 with a decision function value of the predicted cate-
gory. Parametric modulators were not orthogonalized between each 
other. All other omitted details were the same as GLM-2. We were 
interested in two contrast that looked for areas whose BOLD response 
correlates with the decision function value of the true category or the 
predicted category. 

We applied a more rigorous voxel-wise threshold of p < 0.001 for the 
confirmatory dataset, and a cluster-wise family-wise error correction of 
p < 0.05 was used to correct for multiple comparisons. To find a robust 
representation of the decision function value for a classifier, we tried to 
find brain regions that are both identified (i.e. overlapped) in two 
datasets. Furthermore, in order not to miss important effects, we used 
the brain regions encoding a specific decision function value of a clas-
sifier in the exploratory dataset as a searching volume to look for brain 
regions encoding this decision function value in the second dataset. 
Small volume correction was used to control for multiple comparisons 
when searching volumes were applied. 

3. Results 

3.1. Localizer and the signal to noise ratio 

In the localizer analyses, only two clusters survived the multiple 
comparison correction, including the bilateral lateral occipital complex/ 
ventral temporal gyrus (LOC/VT; Fig. 2A; Left part, peak voxel MNI 
coordinates: [-36, − 58, − 16], peak t = 16.43, k = 180; Right part, peak 
voxel MNI coordinates: [33, − 79, 11], peak t = 25.10, k = 407). The 
tSNR of the exploratory dataset were shown in Fig. 2B. The tSNR of most 
voxels in the LOC/VT areas were above 100 (Fig. 2C), indicating a 
generally good signal to noise ratio. Moreover, the more relevant CNR of 
the LOC/VT areas were the largest of the whole brain (Fig. 2D and 
Fig. 2E). These results guarantee the reliability of our subsequent 
decoding analyses and thus the decision value representation analyses. 

3.2. Distributed information representation. 

As expected, all classifiers performed better in predicting the cate-
gory of the stimuli than by chance (Fig. 3A, Table 1). Furthermore, 
confusion matrix for all classifiers showed that the true positive rate was 
the largest both in its role and column, indicating a good sensitivity and 
specificity (Fig. 3B). 

3.3. Encoding of decision function value of different classifiers. 

For the exploratory dataset, representation of the decision function 
value of different classifiers was provided in Table 2. However, no de-
cision value representation was found for the true category. And we 
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found no decision value representation with respect to SVM classifiers. 

3.4. Signal to noise ratio of the confirmatory dataset. 

As the exploratory dataset, for the confirmatory dataset, the tSNR of 
most voxels in the LOC/VT areas were also above 100 (Fig. 4B), indi-
cating a generally good signal to noise ratio. And the CNR of the LOC/VT 
areas were also among the largest of the whole brain (Fig. 4C and 
Fig. 4D). 

3.5. Confirmation of distributed information representation. 

We found that even in the confirmatory dataset, the LOC/VT areas 
identified in the exploratory dataset still represented the category in-
formation in a distributed manner which was evident that all classifiers 
reached higher than chance accuracy when predicting the correct 
category (Table 3, Fig. 5A). Also, confusion matrix results showed 
relatively good sensitivity and specificity for all classifiers (Fig. 5B). 

3.6. Confirmation of encoding of decision function value 

For the whole-brain analyses, brain areas representing each decision 
function value were reported in Table 4. The overlapped regions be-
tween two datasets were the superior temporal gyrus representing the 
decision function value of logistic regression (Fig. 6A, B, C). Further-
more, within the area almost all participants showed positive repre-
sentation of this decision function value (Fig. 6D, E), revealing a high 
consistency between participants. We didn’t find any brain areas after 
the multiple comparison correction in analyses of searching volumes. 

4. Discussion 

In the present study, we tested the distributed representation hy-

Fig. 2. The signal to noise ratio in the LOC/VT areas. A) Localizer analyses revealed significant brain response in the LOC/VT area to objects. B) Temporal signal 
to noise ratio of the whole brain and C) the LOC/VT areas. D) Contrast to noise ratio of the whole brain and E) the LOC/VT areas. Error bars in C) and E) indicate s.e. 
m. Black points indicate mean. 

Fig. 3. Distributed representation of objects. A) All classifiers revealed higher than chance accuracy in the exploratory dataset. Boxplots show the accuracy of 
each classifier. Black crosses indicate mean and s.e.m. Diamonds indicate the mean of the non-distribution created from permutations. **p < 0.01, ***p < 0.001, all 
one-sample t-test. B) Confusion matrix showed good sensitivity and specificity for all classifiers. 

Table 1 
Classifiers’ accuracy compared to chance level using t-test and permutations.  

Classifier T value pt-test ppermutation 

Correlation  3.16  0.009 < 0.0001 
Logistic regression  8.08  < 0.001 < 0.0001 
Logistic L1 regression  6.49  < 0.001 < 0.0001 
Logistic L2 regression  7.87  < 0.001 < 0.0001 
SVC linear  7.90  < 0.001 < 0.0001 
SVC rbf  8.11  < 0.001 < 0.0001  
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pothesis in two datasets. We first confirmed that the object categories 
were distributed represented in the LOC/VT areas, and we found that the 
decision function value of the logistic regression was correlated with the 
activities in the superior temporal gyrus in both datasets. Distributed 
representation hypothesis argued that the activation in one brain area 
may represent different stimuli in the way that activation of each voxel 
encodes an attribute of the stimulus [16]. These attributes should be 
combined to form a scalar signal to identify the stimulus. Thus, there 
should be a consistent way of transforming the distributed representa-
tion to a scalar for all stimuli represented in the same brain areas. To test 

Table 2 
Brain areas representing decision function value of each classifier in the exploratory dataset.  

Classifier  Brain regions Peak MNI coordinates T-value Cluster size  
x y z 

Correlation         
True category None       
Predicted category Post central gyrus 3 − 40 77  6.83 197 

Logistic regression         
True category None       
Predicted category Left anterior insula − 42 11 − 1  6.10 161    

Pre-central gyrus 15 2 62  5.84 246   
Dorsal anterior cingulate cortex 0 23 29  5.83 140   
Right fusiform gyrus 15 − 67 − 7  5.76 135   
Right superior temporal gyrus 60 − 31 11  5.51 225   
Right anterior insula 39 8 − 19  5.32 169   
Left inferior frontal gyrus − 63 − 25 23  4.87 177 

Logistic L1 regression         
True category None       
Predicted category Right superior temporal gyrus 57 − 19 17  6.39 328   

Right anterior insula 33 11 14  6.20 291   
Left occipital gyrus − 48 − 79 23  5.35 113   
Left inferior frontal gyrus − 57 − 28 23  5.01 144 

Logistic L2 regression         
True category None       
Predicted category Right Cerebelum 33 − 52 − 28  5.87 179 

Linear SVM         
True category None       
Predicted category None      

Non-linear SVM (cbf kernal)         
True category None       
Predicted category None       

Fig. 4. Signal to noise ratio of the confirmatory dataset. A) Temporal signal to noise ratio of the whole brain and B) the LOC/VT areas. C) Contrast to noise ratio 
of the whole brain and D) the LOC/VT areas. 

Table 3 
Classifiers’ accuracy compared to chance level using t-test and permutations.  

Classifier T value pt-test ppermutation 

Correlation  2.92  0.007  0.0019 
Logistic regression  5.82  < 0.001  < 0.0001 
Logistic L1 regression  5.22  < 0.001  < 0.0001 
Logistic L2 regression  5.64  < 0.001  < 0.0001 
SVC linear  5.04  < 0.001  < 0.0001 
SVC rbf  8.58  < 0.001  < 0.0001  
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this hypothesis, we analysised two open datasets. The tSNR of the LOC/ 
VT area in these two datasets were larger than 100 in these two datasets. 
It has been suggested that, for tSNR of 100, to detect an effect of 0.5% at 
p = 5 × 10− 10 level requires about 1200 scans [10]. Scan numbers of 
these two datasets we considered are comparable to this amount, indi-
cating a good power to detect small changes in BOLD signals. Moreover, 
we also calculated the CNR as a measure more related to the task. The 
CNR results showed that the LOC/VT areas we found in the localizer 
analysis had the largest CNRs among all voxels in the brain. Together 
with the tSNR results, this indicate that our decoding analysis and 
subsequent decision value representations are reliable. 

Our results support the distributed representation hypothesis and we 
found that the potential transformation used when reading out the in-
formation in LOC/VT area is the logistic regression. Recently, several 
methods were proposed to investigate how multi-variate activation 
patterns were transformed to another multi-variate activation pattern 
[1,3,5,23,39]. These multi-variate connectivity methods provide 
another test tool for the distributed representation hypothesis. However, 
we choose the present method over these methods as the overlap be-
tween multi-variate patterns is harder to detect. To confirm the 
distributed representation in the LOC/VT areas, six classifiers were 
considered. The first five classifiers (C1-C5) are linear in the sense that 
the multi-voxel distributed information was transformed by a linear 
mapping (i.e., the decision surface is linear). The last classifier (C6) is an 

SVM of rbf kernel, which used a hyperplane to classify two classes, thus a 
non-linear classifier. A significant difference between each class of 
classifier is the way they adjust their decision boundaries. The classifiers 
we considered adjust the decision boundary by different loss functions 
(e.g., L1 or L2 regularization). So even classifiers with similar accuracy 
could have different decision values. This enable us to test different 
information transformation mechanism through the decision values of 
classifiers. 

We found no brain area whose neural responses correlated with the 
decision function value of the SVM with rbf kernel even at a lenient 
voxel-wise threshold of 0.005. It has been proposed that, to recognize 
objects our neural system may apply multiple transformations to infor-
mation received in which the last step of the transformation should be 
linear [6]. Our results support this idea by identifying the right superior 
temporal gyrus (rSTG) as the only region that responds to the decision 
value of a linear classifier (i.e. the logistic regression). To further explore 
the lateralization of this process, we also compare the decision value 
representation difference between the rSTG and the lSTG (the sym-
metrical part of the area rSTG). We found that the difference of decision 
value representation between these two areas was only revealed in the 
confirmatory dataset at 0.05 level which support neither strong sym-
metry or asymmetry. 

The logistic regression use a logit function as its link function which 
is widely used in economic decision-making tasks. In these tasks, it has 

Fig. 5. Classification accuracy of all classifiers in the confirmatory dataset. A) All classifiers reached higher than chance accuracy. Black crosses indicate mean 
and s.e.m of the accuracy. Diamonds show the mean value of the null distribution created by permutations. **p < 0.01, ***p < 0.001, one-sample t-test. B) Confusion 
matrix showed good sensitivity and specificity for all classifiers. 

Table 4 
Brain areas representing the decision function value of each classifier in the confirmatory dataset.  

Classifier  Brain regions Peak MNI coordinates T-value Cluster size  
x y z 

Correlation         
True category None       
Predicted category None      

Logistic regression         
True category None       
Predicted category Right Superior temporal gyrus 63 –22 17  5.57 170 

Logistic L1 regression         
True category        
Predicted category None      

Logistic L2 regression         
True category Left dorsal lateral prefrontal gyrus − 27 50 26  4.68 90  
Predicted category None      

Linear SVM         
True category Left dorsal lateral prefrontal gyrus − 27 53 23  4.91 165  
Predicted category None      

Non-linear SVM (rbf kernal)         
True category None       
Predicted category None       
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been reported that the neural responses of the ventral medial prefrontal 
cortex (the vmPFC) at the time of decision were correlated with the 
decision value [31,33–34]. Our linear transformed neural responses 
mimic this decision value in the sense that the information is trans-
formed from neural responses of other brain regions rather than envi-
ronmental input. Another difference between classifiers is the 
regularization methods. The L1 regularization shrink less important 
feature weights to zero, serving as a method of feature selection [36], 
while the L2 regularization only lowers the weights of features of less 
importance [18,19]. We didn’t find a reliable representation of the de-
cision value of neither L1 nor L2 regularization logistic regression, this 
may indicate most features in the VT/LOC areas are important for the 
representation. However, the VT/LOC areas were identified in the 
localization analysis, which means we already performed data-specific 
feature selection in the analyses pipeline. This may be the cause of the 
failure to find brain responses related to the regularized logistic 
regression. Using the decision function value of a linear SVM, re-
searchers have identified multi-variate pattern connectivity between the 
medial superior parietal lobule (mSPL) to the middle frontal gyrus 
(MFG), the superior frontal gyrus (SFG), the caudate, and the cuneus [4]. 
However, in the present study no regions’ activities were correlated with 
the decision function value of SVM in all datasets. This seemingly con-
tradictory result may be due to the different information trans-
formations applied by different brain regions. Further studies would be 
needed to delineate the correspondence between classifiers and brain 
regions implementing them. 

Our results support the distributed representation hypothesis, but 
don’t fully falsify the modularity hypothesis. In fact, these two hy-
potheses need not contradict each other, such as, at the global level, the 
ventral pathway is processing what the object is while at the local level 
the LOC/VT areas represent the information of the object in a distributed 
way. It’s still an open question of where the scaled boundary of these 
two types of representations lies. While some studies focused only on the 
distributed representation at a small local area [8,32,35], other studies 
found that representation of some information (e.g., emotional state) 
was distributed over the brain [2,24,37]. Factors influencing the scale of 
the distributed representation may include the modality or complexity 
of the information, which requires further exploring. 

It has been reported recently that, neural network models trained to 
gain human-compatible performance can predict neural responses in 
particular brain areas [41]. And the fact that different neural networks 
can reach similar performance calls for a necessity for direct comparison 
between neural network algorithms [27]. Following these studies, 
instead of training the algorithms to recognize stimuli, we used several 
classifiers to decode the neural activities and correlated their decision 
function value to neural responses. Our methods are similar to fitting a 
single perceptron with different threshold functions. This pipeline 
compares the model transformed information directly to the neural ac-
tivities searching for a brain feasible machine learning algorithm. As all 
classifiers reach similar performance to the logistic regression but only 
decision function value of logistic regression correlated robustly with 
some brain area, our results further emphasize directly correlating al-
gorithm predicted information to real neural responses. 

We showed that the distributed representation in the VT/LOC area 
may be transformed by a linear mapping, but how this linear mapping is 
implemented in the brain remains unclear. It has been proposed that 
linear mapping of information can be realized as multiple weighted 
neural connections [7,6]. These neural connection weights corre-
sponded to the linear coefficients of the linear mapping. Thus, to 
implement linear mapping, neural connection weights should be 
correlated with linear mapping coefficients. Future study is needed to 
test this prediction. Furthermore, we only considered one possible non- 
linear transformation and found no evidence of its implementation. And 
most of the existing studies focus on the linear relationship between 
information and its transformation [40]. However, the non-linear 
transformation of information is common in the neural systems 
[7,20,26,28], The question of how non-linear transformation is imple-
mented in the brain is still open. 

5. Conclusion 

Our results support the distributed representation hypothesis by 
showing that the distributed representation in the VT/LOC area can be 
read out by the same classifier (i.e., the logistic regression) and the 
decision function value of the classifier is represented in an overlapped 
area across two datasets. 

Fig. 6. Overlap of Distributed information transformation. The decision function value of logistic regression of predicted category was represented in the su-
perior temporal gyrus both in the A) exploratory dataset and the C) confirmatory dataset. B) Overlap of areas in A) and C). D). Beta estimates extracted from A). E) 
Beta estimates extracted from C). Black crosses in D) and E) represent s.e.m. and mean. 
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