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A B S T R A C T

Fear learning is pivotal for organismal survival, ensuring the ability to avoid potential threats through learning
based on experiencing minimal fear information. In reality, fear learning requires to form a structured repre-
sentation of fear experiences from multiple dimensions in order to support flexible use in ever-changing envi-
ronment. Yet, the underlying neural mechanisms of constructing dimensional fear space remain elusive. Here we
set up an innovative approach with two-dimensional fear learning, by utilizing the probability (uncertainty) and
subjective pain intensity of threatening mild electric shock with five levels of each dimension. Behaviorally,
individuals constructed a two-dimensional fear space after learning phase, as evidenced by significant changes in
participant’s fearful ratings for each cue associated with a five-by-five grid after (relative to before) learning
phase. Analysis of neuroimaging data revealed that the medial temporal lobe, in conjunction with the amygdala,
the insula, the anterior cingulate cortex (ACC), the hippocampus, and the dorsolateral prefrontal cortex (dlPFC),
collectively contribute to the construction of a two-dimensional fear space consisting of uncertainty and in-
tensity. Activation in the parahippocampal gyrus, insula, and dlPFC was associated with mental navigation
within two-dimensional fear space, whereas the engagement of insula, ACC, amygdala, the hippocampus, the
dlPFC was associated with a unified fearful scoring cross uncertainty and intensity dimensions after fear learning.
Our findings suggest a neurocognitive model through which emotional salience network underlies the con-
struction of a structured representation of fear experiences from multiple dimensions.

1. Introduction

Fear learning serves as a pivotal survival mechanism for organisms.
Through a limited exposure to fear-inducing stimuli, individuals acquire
the ability to evade potential threats, significantly enhancing their
chances of survival (Dunsmoor and Paz, 2015). While previous quanti-
tative studies have predominantly concentrated on fear conditioning or
learning with cues (Bilodeau et al., 2023; Dou et al., 2023; Zoladz et al.,
2023), real-life instances often involve the simultaneous association of
multiple elements with fear. Thus, there is a need to delve into learning
of multidimensional features. In both the natural world and human

society, threats abound, and the capacity to detect and navigate these
threats have become a critical factor for individual survival amidst
ongoing crises (Bloom, 2004).

The Pavlovian fear conditioning has been the fundamental mecha-
nism underlying fear and threat learning (Beckers et al., 2023; Boddez
et al., 2020; Domjan, 2005). Simply put, it involves the pairing of a
neutral conditioned stimulus (CS) with a negative unconditional stim-
ulus (US) to facilitate multiple learning associations, thereby establish-
ing a conditioned reflex (CR) eliciting a negative response (Feigenberg,
2014). Through such procedure, individuals can learn the association
between simple sensory stimuli and aversive unconditioned stimuli like
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electric shocks. And numerous studies have successfully unveiled the
learning mechanism underlying the fear acquisition for neutral stimuli,
especially for single-dimensional ones (e.g. cue of single shape/object)
(Glenn et al., 2012; Pattwell et al., 2012; Rau et al., 2005). Furthermore,
the conditioned feature of varying levels (e.g. different size of the shape)
can also be linked to varying intensities of unconditioned stimuli (Lissek
et al., 2008, 2014), through which both humans and animals can
construct linear relationship between conditioned feature levels and
actual fear intensities (Dacey, 2019; Haselgrove, 2016; Mitchell et al.,
2009). Reasoning about the relationship between conditioned and un-
conditioned stimuli can produce fear generalization (Beckers et al.,
2023; Domjan, 2005; McNally andWestbrook, 2006), and generalize the
limited fear learning to a wider range (Dunsmoor and Paz, 2015;
Dymond et al., 2015). Despite the in-depth exploration of fear learning
in the context of single-dimensional and multi-level conditioned stimuli,
the traditional research largely ignores the situational complexity with
multi-dimenstional features in shaping fear responses, and cannot satisfy
the demand for adaptations to the complex environments in real-life
instances. Thus, it still remains inadequate regarding how mechanisms
of fear learning are formed and generalized in the context of
multi-dimensional features.

In terms of the neural substrates underlying fear learning and
generalization, previous studies have revealed essential contributions
from structures covering cortical and subcotrical regions, including
amygdala, hippocampus, EC, dlPFC, anterior insula (AI) and anterior/
middle cingulate cortex (A/MCC) etc (Bissière et al., 2008; LeDoux and
Pine, 2016; Ridderbusch et al., 2021; Rogan et al., 1997; Takehara,
2014; Veit et al., 2012; White et al., 2023; Yosephi et al., 2019). The
amygdala and hippocampus, indicated by the long-term potentiation
(LTP), play pivotal role in the acquisition, storage, and expression of
conditioned fear memories (Kim and Jung, 2006; Rogan et al., 1997).
The EC, being structurally projected into the hippocampus, has also been
confirmed the involvement within the acquisition, consolidation, and
retrieval of new memories (Basu et al., 2016; Maass et al., 2014; Take-
hara, 2014). Cortical regions, like dlPFC, AI and A/MCC, contribute to
fear learning as well as fear generalization primarily through detection
and regulation processing, during which attention is enhanced towards
fear information, and fear response is adjusted in response to contexts
(Bishop et al., 2004; Krolak et al., 2003; Peers et al., 2013; Vogt, 2019;
Vuilleumier et al., 2003). Taken together, fear information processed in
amygdala is sent to the salience network which helps assign sig-
nificance/value to the paired unconditioned stimuli through integrative
coordination of multiple regions and in turn promoting the encoding of
fear memories (Cunningham and Brosch, 2012; Yin et al., 2018).
Meanwhile, the salience network is also implicated in determining the
similarity between novel stimuli and previously learned cues, and assists
fear generalization to the similar but unseen contexts (Berg et al., 2021;
dos Santos Corrêa et al., 2022). It is apparent that fear learning and
generalization are intricately linked to the collaboration among core
brain regions of emotion, memory, and the salience network. Here, we
refer to this large-scale interactive network as the emotional salience
network. These findings offer a comprehensive understanding for the
neurocognitive mechanism underlying fear acquisition and generaliza-
tion. However, these are mainly derived from the studies that have
focused on single dimensional feature of conditioned stimulus, and it is
not clear whether the multidimensional fear space acquired from the
associative learning also follows the above mechanisms.

To address these open questions, we set up a functional magnetic
resonance imaging (fMRI) study with a two-dimensional fear learning
paradigm, by utilizing the probability (uncertainty) and subjective pain
intensity of threatening mild electric shock with five levels of each
dimension in an innovative design. Through such design, we endeavored
to construct two-dimensional fear space within individuals, meanwhile
to identify the neural network responsible for the navigation within the
fear space. This was motivated by the basic associative learning theory
(e.g. Pavlovian fear conditioning), which posits that pairing a fearful

stimulus with a neutral stimulus will lead to the successful learning of
fear towards the stimulus and also can be generalized to similar stimuli.
Such procedure was done for each dimension of fear features, which in
our study refers to the length of virus head spike and size of virus circle
respectively linked to the intensity and probability of electrical shock
(Fig. 1). The dimensions could be combined into a unified symbol
(virus), and hypothesized that individuals can develop an internal two-
dimensional fear representations which can be generalized to adjacent
but unseen representational locations to form a complete fear space.
Given the valuation of fear stimuli and the combination of two di-
mensions, we further expected the navigation within fear space would
engage emotional salience network (e.g. amygdala, insula, cingulate
cortex and prefrontal cortex) and memory laden regions (e.g. hippo-
campus and EC).

2. Methods and materials

2.1. Participants

A total of 72 participants took part in this study. Fifty of them
engaged in various categories of pre-experiments, offering valuable
references for the subsequent formal experiments, while 22 individuals
participated directly in the final formal experiments. Within the formal
experiment group, there were 10 male and 12 female participants, with
an average age of 22.4 years. We conducted analyses on 22 behavioral
data and 25 fMRI data, which included data from three pre-experiment
subjects. Unfortunately, due to technical problems, data from two sub-
jects were not available, so the final fMRI data were only 23. The par-
ticipants were exclusively recruited from Beijing Normal University in
Beijing, China. All participants were native Mandarin speakers with
either normal vision or corrected-to-normal vision and exhibited no
intellectual, behavioral, or sensory deficits. Prior to the commencement
of the experiment, explicit permission was obtained from the school
administration. And all participants signed an informed consent form.

2.2. Experimental stimulus

2.2.1. Fear stimulus
In this study, a Stimulus Isolation Adaptor (model STMISOC) man-

ufactured by BIOPACwas employed to administer electrical stimulation.
The shock stimulation generated a direct current square wave ranging
from 0 to 100V, lasting 2 ms. Under dry conditions, the human body’s
resistance can reach up to 100 kΩ. High voltage can rapidly disrupt the
original resistance of human skin, reducing it to a minimum of 500Ω
(under 100V conditions, 95% of people can be reduced to less than
3200Ω, while 5% can be reduced to less than 1200Ω) (Reilly, 1998).
Using a calculation based on 500Ω, the highest energy output of a single
shock (J) = ((100V × 100V)/500Ω) × 0.002s = 40 mJ, significantly
lower than the international standard for nerve and muscle stimulation
(IEC 60601-2-10:2015), which mandates a single muscle shock pulse
below 300 mJ and a peak voltage below 500V.

The positive and negative output terminals of the electric shock
simulator were connected to the dorsal side of the subject’s left forearm,
with the electrodes spaced 5–7 cm apart.

2.2.2. Neutral stimulus
The neutral stimulus employed in this study was a custom-designed

cartoon virus pattern, comprising a round green body, two yellow
spikes, six green spines, and a pair of large, piercing eyes (Fig. 1A). The
dimensions of the green body and yellow spike varied, with their sizes
positively correlated with shock probability and subjective pain in-
tensity, respectively.

2.3. Experimental design

This study devised a series of experiments to investigate whether
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two-dimensional fear learning could construct to a two-dimensional fear
system. The study consisted of two primary stages: behavioral training
in the morning and fMRI detection in the afternoon. All participants
completed the entire experiment within a single day.

In the experimental design, the length of spike (yellow) and the size
of the body (green) were varied for neutral cues. The length of spike was
positively correlated with pain intensity, while body size was positively
correlated with shock probability (see Fig. 1). The two-dimensional fear
map was created with coordinates (1, 1), (1, 5), (2, 2), (2, 4), (3, 3), (4,
2), (4, 4), (5, 1), and (5, 5) representing the learned fear-risk categories,
while other risk categories were used to detect two-dimensional fear
learning.

If individuals successfully form a two-dimensional fear system
depicting the relationship between neutral cues and shock risk after
effective fear learning, this fear system can be abstractly represented
through the following linear model:

Fear score = β1 × The length of spike rating+ β2 × Body size rating

+ a

Accounting for individual differences, each subject possesses a
unique fear response model. According to this model, successful two-
dimensional fear learning will exist a fear system to navigate the process.

2.4. Experimental procedure

On the day of the experiment, participants arrived at the laboratory
and completed the informed consent process after the experimenter
provided an explanation of the experimental procedures and guidelines
for MRI scanning.

A crucial variable in this study was subjective pain intensity, cate-
gorized into five pain levels, regulated by adjusting voltage intensity.
The focus was on the subjective experience of different pain levels rather
than the objective intensity of various voltage levels, acknowledging
individual differences in the absolute threshold and difference threshold
of pain resulting from electric shock. Each participant determined the
voltage sequence corresponding to the five pain levels within their
maximum pain tolerance range through subjective scoring.

The instrument’s voltage range was from a minimum of 15V to a
maximum of 100V, with the participants starting at 15V in 5V in-
crements. After each electric shock experience, discomfort ratings
ranged from 0 for almost no sensation to 10 for unbearable pain. Par-
ticipants underwent three rounds of discomfort rating, and the inter-
viewer selected the voltages corresponding to ratings 1, 3, 5, 7, and 9
from the three rounds, averaged to establish the participant’s specific
voltage sequence. Participants were allowed to stop the experiment at
any time if they experienced unbearable pain, although no such

instances occurred during the experiment.
Once the specific voltage sequence was determined, participants

underwent fear score key training. This score was relevant throughout
both the behavioral training and fMRI detection stages, requiring special
practice. A horizontal line with a vertical cursor appeared at the top of
the screen. Moving left decreased the fear score, while moving right
increased it. The leftmost position represented 0, and the rightmost
position represented 100, with higher scores indicating higher fear
levels. At the start of each score, the cursor appeared at 50 points.
Participants pressed ’’2’’ to move 10 spaces to the left (subtracting 10
points), ’’3’’ to move 10 spaces to the right (adding 10 points), and ’’4’’
to confirm the tens digit. Subsequently, they pressed ’’2’’ or ’’3’’ to
move one space left or right, pressed ’’4’’ to confirm the single digit,
completing a round of fear rating. Participants practiced this process for
a total of 20 rounds.

2.5. Experimental task

2.5.1. Neutral cue perception training
During neutral cue size perception training, we categorized the

length of the spike and the size of the circle into five levels. Participants
were required to accurately distinguish the size level of each circle and
the length of the spike. This clarity was essential for the correct assim-
ilation of the relationship between spike length and pain intensity, as
well as the relationship between circle size and the probability of electric
shock.

The size perception training for circles and spikes unfolded in three
distinct stages: the practice stage, the feedback learning stage, and the
perception test stage. This sequential approach mirrors the educational
process, akin to class instruction, followed by homework, and
concluding with an exam. In each stage, circle and spike perception
training were conducted separately. Half of the participants underwent
circle perception training first, while the other half initiated with angle
perception training.

In the practice stage (Fig. 2A), using familiarity with circle size as an
example, participants encountered random upward or downward ar-
rows on the computer screen. Upon an upward arrow, a virus stimulus
formed by the combination of a fixed-angle third-grade spike and the
smallest circle. Conversely, when a downward arrow appeared, the
process commenced with the largest circle, gradually decreasing in size.
Participants were tasked with memorizing the relationship between the
absolute size of each circle unit and its corresponding level. Once they
felt sufficiently familiar, they proceeded to the feedback training stage.
The spike length perception training followed a similar process as that of
circles.

In the feedback training stage (Fig. 2A), taking circle size as an

Fig. 1. A schematic view of experimental design for two dimensions of fear space. (A) The custom-generated neutral stimulus images include the spike lengths
that associate with subjective pain intensity, as well as the circle sizes that correspond to the probability of a mild electric shock. (B) This five-by-five grid represents a
two-dimensional fear space which requires to integrate the probability of electric shock and subjective pain intensity into a unified construct. The viral pictures
represent learnt cues associated with five different levels of fear intensity and probability, the other ones are unlearnt.
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example, circles of the five grades appeared three times each, totaling 15
trials. The order of the spikes presented alongside them was no longer
fixed but changed randomly. Participants were challenged to remember
not based on the absolute size of the circle but by using the length of the
unchanged spike as a reference. This intentional complexity aimed to
create confusion when both elements changed simultaneously. The
process involved a fixation point appearing for the first 200ms on the
screen, followed by the random presentation of virus stimuli. Partici-
pants were required to input any number from 1 to 5 on the keyboard to
indicate the circle level, receiving feedback on correctness. If the overall
accuracy rate did not reach 100%, the feedback learning process was
repeated until two consecutive 100% correct rates were achieved,
allowing entry into the test stage. The diagonal length feedback followed
the same procedure as the circle.

The test stage process closely resembled the feedback learning stage
(see Fig. 2A), with the only difference being the absence of feedback
after each answer. The final correct rate was displayed after 15 trials.
The perceptual training concluded when the test phase of each element
achieved 100% accuracy twice; otherwise, the test phase continued until
the specified requirements were met.

2.5.2. Two-dimensional fear learning
Once participants successfully discerned the level of each element,

they embarked on fear learning. In a 5x5 grid, encompassing 25 fear
scenarios, coordinates (1, 1), (1, 5), (2, 2), (2, 4), (3, 3), (4, 2), (4, 4), (5,
1), (5, 5) were assigned to risk category learning and fear. The spike
length of the virus correlated with pain intensity levels 1 through 5,
while the body size corresponded to shock probabilities of 0%, 20%,
40%, 60%, and 80%, respectively. The nine risk categories for learning
formed an X-shaped pattern on the fear map (Fig. 1B), encompassing the
central position and four spikes. This arrangement ensured that subjects
could perceive both maximum and minimum risks in the lower left and
upper right spikes, facilitating a clear frame of reference for fear scores.
The upper left and lower right spikes ensured subjects could distinctly
sense the difference between the two dimensions, promoting separation
in perception. This design aimed to prevent subjects from learning only
pain without considering probability or learning only probability
without considering pain. Overall, the selected risk categories for
learning covered the entire map.

In the morning, two rounds of fear learning were conducted, each
comprising 9 conditions. To maintain equal occurrences of each level of
elements, coordinate (3, 3) had 20 trials, while each of the remaining
conditions had 10 trials, resulting in a total of 100 trials, with 40

involving shocks of varying strength. The specific process unfolded as
follows (Fig. 2A).

First, a 200ms focal point appeared on the screen, followed by a viral
stimulus featuring a fear score bar ranging from 0 to 100. Participants
were tasked with predicting the risk category of the virus and rating the
fear induced by the risk, where 0 denoted no fear and 100 indicated
extreme fear. Subsequently, the program administered a shock to the
participant based on the actual shock probability and voltage intensity
corresponding to the virus stimulus. For instance, if the shock proba-
bility was 40%, the participant would receive a level 3 pain electric
shock more frequently. The shock probability was pseudo-random. If the
probability is 80%, the participant will be shocked 8 times out of 10
trials.

2.5.2.1. Fear navigation tasks. Following fear learning, participants
transitioned to detecting fear generalization behavior. The morning fear
learning navigation task serves the dual purpose of detecting fear
learning and training participants on how to navigate in the fear system,
preparing them for the afternoon fMRI detection. The task comprises
three sets, each with 72 trials, involving ’’fear navigation’’, ’’fear
recall’’, ’’fear scoring’’, and ’’fear comparison" stages. The specific
process of this task is detailed as follows (Fig. 2B).

First, a fixation point appears on the screen with a jitter of 2–6s,
followed by a random virus combination, which may be within the 5x5
map, outside the map, or on/between integer points.

In the fear navigation stage, the virus combination undergoes
deformation within 2s, transitioning from one form to another. Starting
from a random point on the map, at a specific angle, speed, and
displacement distance, the circle and spike change form was determined
by the angle and distance. After 2s, the deformation halts, and the final
form of the virus remains on the screen for 4s, entering the fear recall
stage.

During the 4s of the fear recall stage, participants must recall the
entire deformation process of the virus and determine the shape of the
virus when it changes for 1s, i.e., the midpoint shape. After 4s, the fear
rating stage was initiated.

In the fear rating stage, the final form of the virus remains on the
screen for an additional 5s, with the fear score bar appearing at the top.
Participants were required to rate the degree of fear induced by the
midpoint virus form on a scale of 0–100. Themidpoint virus must appear
at one of the 5x5 = 25 grid points. After 5s, irrespective of whether the
rating was complete or not, the task transitions to the next fixation point.
200ms later, another random virus combination appears, initiating the

Fig. 2. Experimental procedure diagram. (A) During the learning phase, participants were required to recognize 100% of the viral pictures correctly and to
establish a conditioned reflex between the viral pictures and the electric shocks. (B) In order to detect the construction of a two-dimensional fear space, participants
were required to detect all 25 viral images in the fear space, and actually participants only learned 9 of them. (C) Comparison with other neutral pictures verifies that
a two-dimensional fear space was indeed constructed, through both implicit and explicit experiments.
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fear comparison phase.
In the fear comparison phase, new random virus combinations only

emerge at the 5x5 = 25 grid points. ’Participants were tasked with
comparing which of the recalled midpoint viruses and the new virus
elicited greater sense of fear. If the former, they press the ’’2’’ key; if the
latter, they press the ’’3’’ key. The newly emerged virus differs by only
one element compared to the midpoint virus, allowing for the assess-
ment of participants’ accuracy in recalling the midpoint. The fear nav-
igation task serves two purposes, one is to provide a behavioral pre-
experiment for the fMRI experiment, and the other is used to analyze
the results of the fear learning and generalization phases, which are used
to support the creation of a two-dimensional fear space.

2.5.2.2. Fear navigation task: fMRI detection. The fear learning fMRI test
was conducted in the afternoon, comprising a total of 4 groups with 72
tests per group. Prior to entering the magnetic resonance imaging (MRI)
room, another round of fear learning involving electric shock (e.g., two-
dimensional fear learning) was performed to reinstate the fear response
to the virus picture. The MRI task closely mirrors the behavioral task
(refer to fear generalizes navigation tasks). To streamline the experiment
duration during the MRI task, the fear comparison stage was omitted in
each trial (refer to Fig. 2B).

2.5.2.3. Emotional stop signal task. Implicit fear detection was con-
ducted using the Emotional Stop Signal Task (Pawliczek et al., 2013;
Verbruggen and De Houwer, 2007). In this task, a Go signal was initially
presented, prompting the subject to rapidly and accurately press a
designated key. However, if a Stop signal appears (No-Go signal)
following the Go signal, the subject is required to immediately inhibit
the impulse to press the key. Reaction time (RT) is defined as the time
elapsed from the appearance of the Go signal to the completion of the
key press. Stop signal delay (SSD) refers to the interval between the Go
signal and the No-Go signal, representing the delay before the appear-
ance of the No-Go signal. Stop signal response time (SSRT) is the dura-
tion it takes for subjects to successfully suppress their keypress impulses
after the No-Go signal emerges. If SSD+ SSRT< RT, it indicates that the
subject successfully inhibited the button press before completion; if SSD
+ SSRT > RT, it means that the subject did not have sufficient time to
suppress the button. Generally, in emotional stop signal tasks, a shorter
SSRT suggests higher arousal induced by the No-Go signal.

In this experiment, the Go-to-No-Go trial ratio is set at 3:1, totaling
432 trials. There were three conditions in the No-Go test: a control
condition (straw hat picture), a low-risk stimulus (small virus coordinate
(1,2)), and a high-risk stimulus (large virus coordinate (5,4)). The viral
combinations for low-risk and high-risk stimuli were unlearned during
fear learning. The specific experimental process is outlined as follows
(Fig. 2C).

During the Go trial, a 250ms fixation point appears on the screen,
followed by a Go signal lasting 1000ms. Participants press the ’’F" key
for a purple rectangle, the ’’J" key for a blue rectangle, or allow the
screen to automatically transition after 1000ms if no key is needed. A
black screen appears for 500ms after 1000ms to conclude the trial.

In the No-Go test, a 250ms fixation point appears on the screen,
followed by a Go signal with a dwell time equal to SSD. Subsequently,
either the straw-hat image or the virus image appears in the rectangle
box, disappearing after 500ms. Following a 500ms-SSD interval, the
rectangle transitions to a black screen for 500ms. For each condition in
the No-Go trial, SSD is initially set to 250ms, then adjusted by 50ms for
each successful suppression and decreased by 50ms for each failed
suppression, maintaining a suppression success rate around 50% for
each condition.

The emotional stop signal task is performed three times in this study.
The first task commences after participant’s complete experimental
preparation and undergo a round of training, aiming to detect any initial
SSRT differences among the three condition groups in the No-Go test

before fear learning. The second task initiates after participants com-
plete two rounds of fear learning, assessing whether generalization oc-
curs immediately after fear learning. The third task, conducted after all
tasks are completed, aims to test the stability of the fear generalization
effect. The emotional stop signal task was used as an implicit experiment
to assess whether implicit relationships were established between the
neutral stimulus pictures, the small viral pictures, and the large viral
pictures in order to verify whether a two-dimensional fear space was
constructed.

2.5.2.4. Explicit fear rating task. The explicit fear rating task (Fig. 2C)
primarily involves rating 100 images on a scale where 0 denotes no fear
at all and 100 represents extreme fear. Fifty of the images were sourced
from neutral images in the China Mood Photo Gallery, while the other
50 were selected from combinations of viruses at 5x5= 25 grid points on
the fear map, with each virus appearing twice. The fear rating task was
conducted after the initial implicit test and following the final implicit
test. By comparing the score changes between the virus group and the
control group before and after, as well as examining the score distri-
bution pattern, we can glean insights into fear generalization.

2.6. Data acquisition

2.6.1. Behavioral data acquisition
All behavioral data were gathered using a MATLAB program devel-

oped with Psychophysics Toolbox Version 3.

2.6.2. Brain imaging data acquisition
In this study, a Siemens Magnetom Prisma syngo MRD13D (Erlan-

gen, Germany) 3T magnetic resonance scanner equipped with a 64-
channel head coil was utilized to acquire T2-weighted, oxygen-depen-
dent brain functional imaging. The scanning parameters were as follows:
48 layers, 3 mm layer thickness, a repetition time (TR) of 3000 ms, echo
time (TE) of 30 ms, flip angle (FA) of 90◦, voxel size of 3.0 × 3.0 × 3.0
mm3, and a field of view (FOV) of 210 × 210 mm2. 341 whole brain
(volume) images per run were collected from each participant in the
generalization detection task scanning, with a total of 4 runs.

To correct geometric spatial distortion, dual echo-time images
covering the entire brain were obtained to create a brain field map.
Specific scanning parameters for this process were: TR of 510 ms, TE1 of
4.92 ms, TE2 of 7.38 ms, FA of 60◦, voxel size of 3.0 × 3.0 × 3.0 mm3,
and an FOV of 210 × 210 mm2.

A high-resolution structural image was acquired using a T1-weighted
magnetization-prepared rapid gradient echo sequence (MPRAGE). The
scanning parameters for this sequence were set as follows: 192 scanning
layers, 1 mm layer thickness, TR of 2530 ms, TE of 2.98 ms, FA of 7◦,
inversion time (TI) of 1100 ms, voxel size of 0.5 x 0.5 x 1.0 mm2, and an
FOV of 256 x 224 mm3.

Due to the targeted brain regions (EC) being situated at the base of
the brain and susceptible to magnetic susceptibility effects, the brain
image was tilted 30◦ in the anterior-posterior (AP) direction before
scanning (Deichmann et al., 2003).

2.7. Behavioral data analysis

2.7.1. Fear learning effect analysis
The ability to learn the risk types corresponding to the nine virus

forms is crucial for determining the formation of a two-dimensional fear
system. The key indicators to assess the effect of fear learning include
stability of fear score, fear differentiation, and change in the gap be-
tween current fear level and theoretical fear level. During stability of
fear score stage, combining the two morning fear learning groups into
one, subjects were then categorized into four groups based on the order
of learning. Utilizing risk type (9 levels) and the order of learning time
period (4 levels) as independent variables and the fear score variance as
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the dependent variable, a two-factor repeated measurement ANOVA
was conducted. The goal was to investigate whether subjects’ fear scores
for each risk type tended to become more stable with increased learning
times. A smaller variance signifies a more stable score. During fear dif-
ferentiation stage, combining the two morning fear learning groups into
one, subjects were categorized into four groups based on the order of
learning. Risk type (9 levels) and the order of learning time period (4
levels) served as independent variables, with the average fear scores as
the dependent variable. A two-factor repeated measurement ANOVA
was conducted to explore whether, as learning progressed, fear averages
for each risk type transitioned from no significant difference to signifi-
cant difference. Such a shift would indicate an increasing understanding
of the risks represented by each virus combination. During change in the
gap between current fear level and theoretical fear level stage, derived
from the combination of the two morning fear learning groups, the
average fear score of the last 5 trials for each risk type was taken as the
final score. Each risk category was ranked from low to high based on the
average as the standard risk level. The two final scores of each risk
category in each trial were then calculated to determine the current risk
level. Subsequently, the difference between the current risk level and the
final risk level was computed.

2.7.2. Two-dimensional fear space construction analysis
The fear generalization task was designed to confirm that partici-

pants had indeed developed a two-dimensional fear system. The pre-
diction bias of the fear response model for the neutral cue fear amount of
the learning group after fear learning was not significantly different
from that of the generalization group. In essence, this analysis aims to
confirm that individuals construct a two-dimensional fear system
following risk fear learning, and the fear generalization pattern aligns
with this spatial formation. The linear modeling of fear responses is
detailed in the supplementary material.

2.7.3. Two-dimensional fear space construction validation analysis
To assess the reality and stability of fear generalization, a compre-

hensive pre-test and post-test analysis was conducted for both implicit
and explicit fear. During implicit fear analysis, a two-factor repeated
measurement ANOVA was performed for Stop Signal Reaction Time
(SSRT) at 3 detection time points (pre-test vs intermediate test vs post-
test) × 3 No-Go conditions (control condition vs low-risk condition vs
high-risk condition). If there is no significant difference in SSRT among
the three conditions before and post-fear learning, as well as high-risk
conditions being greater than that of low-risk and control conditions,
it indicates the occurrence of fear generalization that is accurate and
stable. During explicit fear analysis, a two-factor repeated measure
ANOVA for fear scores at 2 time points (pre-test vs post-test) × 2 con-
ditions (virus group vs control group) was conducted. If the fear score in
the post-test of the virus group significantly exceeds that in the pre-test,
whereas no significant difference between the pre-test and post-test of
the control group, it suggests the presence of fear generalization. A
three-factor repeated measurement ANOVAwas perfomred based on the
fear score of 5 spike lengths × 5 circle sizes × 2 time points (pre-test vs
post-test). If the fear score shows no correlation with spike length and
circle size in the pre-test, but a positive correlation emerges in the post-
test where larger spikes or circles lead to higher fear scores, it signifies
the presence of accurate and correct generalization. The prediction bias
of the neutral cue fear amount of the learning group before fear learning
was significantly greater than that of the learning group after fear
learning, indicating an absence of a floor effect.

2.8. Brain imaging data analysis

2.8.1. MRI data preprocessing
During the initial scanning stage, the magnetic resonance signal re-

quires time to achieve basic stability. Thus, FSL software was employed
to discard the first two volumes of the functional data for each run,

totaling 6 s of time series. Then, the functional volumes undergo pre-
processing via fMRIPrep (Esteban et al., 2019)—a globally recognized
and standardized brain data preprocessing workflow, encompassing the
following steps. In artifact removal stage, the steep spikes or slow drifts
were identified and removed. Slice timing was performed to interpolate
data at the same time point between brain slices to reconstruct a syn-
chronized 3D brain image. Realignment accounting for spatial trans-
lation and rotation between each volume spatially aligns all other
volumes with the first volume in the time series. The brain field map
derived from dual echo-time images covering the entire brain was
employed to rectify geometric spatial distortions. The mean brain
functionl volumes were co-registered to the high-resolution
T1-weighted structural image corresponding to each subject through
linear transformation, which was followed by the normalization into a
common standard spatial template (Montreal Neurological Institute
(MNI)). Finally, the data undergoes smoothing using the SPM (Statistical
Parametric Mapping) tool based on MATLAB, with an isotropic
three-dimensional Gaussian kernel (full-width at half-maximum set to 6
mm).

2.8.2. Whole brain univariate analysis
All whole-brain univariate analyses were executed using SPM12 in

MATLAB. Following pre-processing, we modeled the fMRI time series
utilizing a Generalized Linear Model (GLM). To explore brain activity
during the fear navigation task, we categorized it into three conditions:
’’fear navigation", ’’fear recall", and ’’fear scoring", considering the
differences in cognitive engagements. For the 4s fear recall, only the
second 2s were chosen for regression modeling, excluding cases with
excessive fear navigation activities in the initial 2s. In order to exclude
the effect of the fear recall phase, the fear scoring phase consisted of 5s
excluding the first 2s and selecting only the last 3s for regression
modeling. Due to the ongoing development of fear recall and fear
assessment, it was challenging to directly distinguish between the pro-
cesses involved in these two phases. Thus, to inspect the evaluation
processing towards learned fear stimuli, the contrast analysis was con-
ducted between fear scoring phase and fear navigation phase, the former
of which was strongly affected by fear navigation through recalling. A
generalized linear model was constructed with three conditions and six
columns of head motion parameters as regressors. All terms were
convolved with the FSL default hemodynamic response function and
subjected to high-pass filtering with a 1/128 Hz cut-off point before
entering GLM. In this study, the implicit threshold used during model
estimation at the individual analysis stage was replaced with an explicit
mask in the default path of SPM12 (the “mask_ICV.nii" file). This change
was made based on our observation that using the implicit threshold
might result in signal loss in the entorhinal region and frontal region.
Drawing upon previous literature, we opted for the explicit template as
it was deemed a more reliable choice (Ruge et al., 2019). Subsequently,
group analysis was conducted based on the aforementioned model
analysis. We conducted a whole-brain analysis of the following 4 phases
fear navigation phase, fear recall phase, fear recall over fear scoring
phase, and fear scoring over fear recall phase. The fear navigation phase
and the fear recall phase perform different tasks, and we need to detect
brain activation while performing the different tasks. For corretion of
false positive introduced by multiple comparisons, the FDR method was
employed to correct the p-value of the t-test (pFDR <0.05).

3. Results

3.1. Behavioral results

3.1.1. Fear learning effect
During fear stability stage, participants undergoing two-dimensional

fear learning in the morning were segmented into four learning periods
based on the learning order. A two-factor repeated measurement
ANOVAwas conducted, utilizing risk category (9 levels) and the order of
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the learning period (4 levels) as independent variables and the variance
of the fear score as the dependent variable. The results are summarized
in Fig. 3A.

The main effect of the learning time period was significant (F (3,63)
= 5.38, p = 0.002). The variance during the first time period was
significantly higher than that of the second time period (t (21) = 2.56, p
= 0.018), and the fourth time period (t (21) = 3.57, p = 0.002). Addi-
tionally, the main effect of risk categories was significant (F (8,168) =
2.24, p = 0.027).

As depicted in Fig. 3A, with increasing fear learning sessions, the
mean variance of subjects’ fear scores generally decreases. Concur-
rently, the standard error diminishes, indicating an overall enhancement
in the stability of subjects. In simpler terms, subjects with relatively
stable scores exhibited increased stability with more learning sessions,
while those with initially unstable scores gradually achieved stability
over time.

Regarding risk categories, excluding two risk categories with the
highest pain index, grade 5 pain - grade 5 probability, and grade 5 pain -
grade 1 probability, which experienced an abnormal increase in the
third learning period, each risk combination level demonstrated a trend
of stability with increased learning sessions. The abnormalities in the
variance of the fear score for the two risk combination levels in the third
learning period, pain intensity level 5 and probability of electric shock
level 5, and pain intensity level 5 and probability of electric shock level
1, was likely attributed to the fact that the subjects took a break after
completing the first set of fear learning. Upon resuming the second set of
fear learning, subjects with a relax during the break became highly
apprehensive about pain intensity level 5, leading to a more noteworthy
response in some individuals. Consequently, both the total variance and
the standard error of variance were higher than those in the second
learning period.

During fear differentiation stage, the two groups of morning fear
learning were consolidated into one group, subsequently segmented into
four learning periods based on the order of learning. Risk category (9
levels) and the order of learning periods (4 levels) were considered as
the independent variables, and the average fear score was used as the
dependent variable. The outcomes of the two-factor repeated measure-
ment ANOVAwere depicted in Fig. 3B. The main effect of risk categories
was significant (F (6, 168) = 65.63, p < 0.001). The results of the multi-
comparison analysis are shown as follows. The pain intensity level 5 and
probability of electric shock level 5 was significantly higher than that of
every other risk category (p < 0.001). The pain intensity level 5 and
probability of electric shock level 1 was significantly higher than pain
intensity level 2 and probability of electric shock level 4 (p < 0.001),
pain intensity level 2 and probability of electric shock level 2 (p <

0.001), pain intensity level 1 and probability of electric shock level 5 (p
< 0.001), and pain intensity level 1 and probability of electric shock
level 1 (p < 0.001). The pain intensity level 4 and probability of electric
shock level 4 was significantly higher than pain intensity level 3 and
probability of electric shock level 3 (p < 0.005), pain intensity level 2
and probability of electric shock level 4 (p < 0.001), pain intensity level
2 and probability of electric shock level 2 (p < 0.001), pain intensity
level 1 and probability of electric shock level 5, and pain intensity level 1
and probability of electric shock level 1 (p < 0.001). The pain intensity
level 4 and probability of electric shock level 2 was significantly higher
than pain intensity level 2 and probability of electric shock level 4 (p <

0.005), pain intensity level 2 and probability of electric shock level 2 (p
< 0.001), pain intensity level 1 and probability of electric shock level 5
(p < 0.001), and pain intensity level 1 and probability of electric shock
level 1 (<0.001). The pain intensity level 3 and probability of electric
shock level 3 was significantly higher than pain intensity level 2 and
probability of electric shock level 2 (p < 0.001), pain intensity level 1
and probability of electric shock level 5 (p < 0.001), and pain intensity
level 1 and probability of electric shock level 1 (p < 0.001). The pain
intensity level 2 and probability of electric shock level 4 was signifi-
cantly higher than pain intensity level 1 and probability of electric shock
level 5 (p < 0.031) and pain intensity level 1 and probability of electric
shock level 1 (p < 0.001). The pain intensity level 2 and probability of
electric shock level 2 was significantly higher than pain intensity level 1
and probability of electric shock level 1 (p < 0.001). The pain intensity
level 1 and probability of electric shock level 5 higher than pain in-
tensity level 1 and probability of electric shock level 1 (p < 0.001). In
essence, participants were adept at distinguishing the risk content rep-
resented by various viral stimuli.

Furthermore, the main effect of the learning period was significant (F
(3, 63) = 4.34, p = 0.008). The average fear score during the first
learning period was notably lower than that of the second learning
period (t (63)= − 2.7, p= 0.009), and the third learning period (t (63)=
− 2.043, p = 0.045), and the fourth learning period (t (63) = − 3.42, p =
0.001). This suggests that as the number of fear learning sessions
increased, the perceived fear by subjects progressively heightened. The
efficacy of fear learning transitioned from abstractly estimating risk to
realistically perceiving it.

A noteworthy observation was that in the initial learning period, the
average fear scores for different risk combinations already exhibited
distinctions. This phenomenon may stem from subjects being pre-
informed that the length of the virus spike is related to the pain level,
and the virus size corresponds to the probability of electric shock.
Consequently, subjects easily inferred that longer spike implied higher
pain levels and larger bodies indicated a greater probability of electric

Fig. 3. Fear learning effect. (A) Fear stability found that as the number of fear learnings increased participants’ fear score variance decreased and fear score
stability increased. (B) Fear differentiation found that participants could distinguish the meaning of different viral pictures. (C) As the number of trials increased, the
difference between participants’ current and theoretical fear ratings was decreasing, indicating that fear learning was effective. ’’Pa’’ represents pain intensity level 1
to 5, and ’’Pb’’ represents probability of electric shock 0–80%.
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shock. This preliminary estimation at the outset could hinder the sub-
jects’ exploration and learning, indicating that providing this informa-
tion might impede the subjects’ unbiased learning experience. As
depicted in Fig. 3C, the diminishing gap between the group’s risk levels
with the increase in learning sessions implies the effectiveness of our
two-dimensional fear learning. In fact, we also attempted to accomplish
both processes through implicit learning during the pre-experiment, but
this undoubtedly greatly increased the difficulty of the experiment,
resulting in a large percentage of subjects being unable to complete the
experiment. However, the integration of the two was accomplished
through implicit learning.

3.1.2. Two-dimensional fear space construction
To validate those subjects indeed formed a two-dimensional fear

map and successfully generalized their fear responses, we divided each
set of two-dimensional fear navigation tasks into four stages. The degree
of fear induced by virus stimulation was then compared with the theo-
retical fear (as illustrated in Fig. 4A).

As depicted in Fig. 4A, from the initiation of the first stage in the
initial set of fear navigation tasks, there was no significant difference in

the degree of fear induced by the virus stimulus compared to the theo-
retical degree of fear between the learning and generalization condi-
tions. Based on the linear modeling of fear responses, the theoretical
degree of fear was derived from the values of a, values β1 and β2 on table
s1 for each subject, as well as corresponding the lengths of the spikes and
the body size rating (Fig. 1B). This pattern persisted in each subsequent
stage. These findings strongly indicate that subjects establish a two-
dimensional fear system post-learning risk fear, and the fear general-
ization pattern adheres to this spatial framework.

3.1.3. Two-dimensional fear space construction validation
To assess the reality and stability of fear generalization, we con-

ducted pre- and post-test analyses for both implicit and explicit fear. For
the implicit Emotional Stop Signal Task, we performed a two-factor
repeated-measurement ANOVA of SSRT with three detection time
points (pre-test vs The mid-test is the second task vs post-test) and three
No-Go conditions (control condition vs low-risk condition vs high-risk
condition). The results are presented in Fig. 4B. The main effect at the
detection time point was significant (F (2,18) = 6.39, p = 0.008), with
SSRT at the pre-test significantly higher than at the mid-test (t (18) =

Fig. 4. Two-dimensional fear system verification. (A) Three groups of fear navigation tasks found that the difference between the theoretical and actual values of
the two conditions did not have a significant gap at each stage. (B) This phase focuses on validating the construction of a two-dimensional fear space through implicit
and explicit tasks. The results of the SSRT task showed the shortest reaction time for large viruses followed by small viruses and hat picture. Pre-test and post-test
analyses for the explicit fear rating task revealed that the unlearned viral picture fear ratings were significantly higher on the post-test than on the pre-test. We found
that the difference between the theoretical and actual values of the posttest was much less than that of the pretest, and that there was no floor effect.
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2.68, p = 0.039) and the post-test (t (18)= 3.39, p = 0.009). As depicted
in Fig. 4B, no significant differences in SSRT were observed among the
three conditions before two-dimensional fear learning. Following fear
learning, SSRT in the risk condition started to decrease compared to the
control condition. At the experiment’s conclusion, SSRT remained un-
changed in the control group, while SSRT in the high-risk condition
significantly decreased. These findings indicate the occurrence of fear
generalization, demonstrating a correct and stable generalization
pattern. The main effect of the detection time point was significant (F (1,
21) = 103, p < 0.001), the main effect of the group was significant (F (1,
21) = 124, p < 0.001), and the interaction between the detection time
point and the group was significant (F (1, 21) = 102, p < 0.001).

As observed in Fig. 4B, the fear score in the virus group post-test was
significantly higher than in the pre-test (t (42) = − 14.35, p < 0.001),
while no significant difference was noted in the control group before and
after the test, indicating the presence of fear generalization. To ensure
that any observed differences between theoretical and actual fear values
in the two-dimensional fear navigation task weren’t merely due to a
floor effect, we compared whether significant differences existed be-
tween the theoretical and actual fear values in the pre-test explicit fear
scoring task and the two-dimensional fear navigation task. Fig. 4B il-
lustrates that the difference between the theoretical and actual values of
post-test explicit fear scores was significantly lower than that of the pre-
test (t (21) = 8.43, p < 0.001), indicating that the disparity between
theoretical and actual fear values was approximately 10, ruling out the
possibility of a floor effect. Subjects indeed established a consistent set of
standards for perceiving the fear induced by virus stimuli.

3.2. Whole brain univariate results

During the fear navigation phase, we endeavored to localize brain
areas tracking the dimensional changes within learned fear space. This
analysis revealed significant activation in core regions of three large-
scale functional networks: 1) the emotional salience network including
the bilateral insula, the left ACC, middle cingulate cortex, as well as the
hippocampus, parahippocampal gyrus, and the amgydala, 2) the
sensorimotor network including the middle occipital and superior oc-
cipital gyrus, fusiform gyrus, precentral gyrus, supplementary motor
area and supramarginal gyrus, 3) the frontal-parietal network including
the inferior parietal lobule, superior parietal lobule, dlPFC, middle
frontal gyrus, inferior temporal gyrus (t (22) > 2.87, p < 0.05 FDR
corrected) (see Table 1). In the ’’fear recall" phase, significant activation
occurred in the bilateral ACC, amygdala, middle frontal gyrus, hippo-
campus, insula, inferior occipital gyrus, and the left dlPFC, superior
frontal gyrus, and the right inferior frontal gyrus, lingual gyrus (t (22) >
2.51, p < 0.05 FDR corrected). The activation during the ’’fear scoring"
phase highly mirrored those in the ’’fear recall" phase, except the right
of red nucleus (t (22) > 2.31, p < 0.05 FDR corrected) (Fig. 5C). To
indirectly inspect the evaluation process for learned fear stimuli, we
conducted a whole-brain contrast of fear scoring over fear navigation, in
order to exclude the effects of the fear navigation stage which strongly
affect fear evaluation through recalling. Such analysis revealed the ac-
tivations within crucial regions of cognitive evaluation, including the
bilateral amygdala, ACC, dlPFC, insula, and the right parahippocampal
(t (22)> 2.58, p< 0.05 FDR). Additionally, the significant activations of
bilateral amygdala extending to hippocampus were also observed,
which maybe indicate the contribution of emotional memory formed
during fear learning. Bilateral middle frontal gyrus, superior frontal
gyrus, postcentral gyrus, and the left medial frontal gyrus, orbital gyrus,
pons, and the right middle cingulate cortex, inferior occipital gyrus, and
supramarginal gyrus (t (22) > 2.58, p < 0.05 FDR) were also activated.
Whole brain activation was progressively increased from the fear navi-
gation stage, the fear recall stage to the fear scoring stage.

Table 1
Whole brain activation for the fMRI experiment.

Contrast Region (AAL label) L/
R

T MNI (x y
z)

K
(voxel)

Fear Navigation Phase    
Lingual_R (aal3v1) R 8.61 22 -86 -6 10382
Occipital_Inf_R (aal3v1) R 8.54 44 -74 -4 
Temporal_Inf_R (aal3v1) R 8.18 50 -62 -4 
Fusiform_L (aal3v1) L 8.52 − 22 -86

-10
6697

Occipital_Mid_L (aal3v1) L 9.08 − 32 -80 2 
Occipital_Sup_L (aal3v1) L 7.69 − 16 -94 8 
Occipital_Sup_L (aal3v1) L 4.97 − 24 -80

34
2840

Parietal_Inf_L (aal3v1) L 6.12 − 44 -46
44



Parietal_Sup_L (aal3v1) L 5.59 − 18 -72
42



Frontal_Inf_Oper_L (aal3v1) L 4.38 − 44 12 8 776
Precentral_L (aal3v1) L 4.88 − 48 0 24 
Precentral_R (aal3v1) R 5.34 50 4 26 
Sub-Gyral R 4.56 44 10 16 
Cingulate_Mid_L (aal3v1) L 5.59 − 8 22 38 667
Supp_Motor_Area_L (aal3v1) L 4.68 − 8 14 52 
Supp_Motor_Area_R
(aal3v1)

R 4.9 10 18 46 

Insula_L (aal3v1) L 4.42 − 36 20 0 397
Insula_L (aal3v1) L 4.93 − 28 18 12 
Frontal_Inf_Tri_L (aal3v1) L 5.41 − 34 28 8 
Thal_LGN_R (aal3v1) R 7.55 20 -28 0 321
Thal_LGN_L (aal3v1) L 6.86 − 22 -28

-4
253

Thal_PuM_L (aal3v1) L 3.67 − 10 -30 0 
Cerebellum_Crus2_R
(aal3v1)

R 5.01 26 -74 -44 240

Frontal_Sup_2_L (aal3v1) L 4.58 − 22 0 48 197
Frontal_Sup_2_L (aal3v1) L 5.6 − 18 20 64 186
Frontal_Inf_Tri_R (aal3v1) R 3.54 48 32 18 131
Frontal_Mid_2_R (aal3v1) R 3.71 50 4 56 86
Anterior Cingulate Cortex L 4.29 − 8 22 42 72
Paracentral_Lobule_R
(aal3v1)

R 4.26 8 -28 64 70

Parahippocampa Gyrus R 5.24 18 -32 -4 66
Temporal_Pole_Mid_L
(aal3v1)

L 3.84 − 28 8 -38 38

Parahippocampa Gyrus L 4.6 − 18 -32
-4

37

Insula_R (aal3v1) R 3.56 38 -2 10 35
dl PFC R 3.41 4 16 44 34

Fear Recall Phase    
Lingual_R (aal3v1) R 11.55 18 -84 -6 52625
Occipital_Inf_L (aal3v1) L 12.44 − 28 -82

-2


Occipital_Inf_R (aal3v1) R 11.39 42 -78 -8 
Frontal_Inf_Oper_R (aal3v1) R 5.82 58 8 22 1425
Insula_R (aal3v1) R 4.49 40 4 4 
Insula_L (aal3v1) L 3.49 − 40 5 -2 907
Frontal_Mid_2_L (aal3v1) L 3.84 − 34 42 8 315
Frontal_Sup_2_L (aal3v1) L 4.57 − 32 56 22 
Amygdala L 5.07 − 16 -4 -6 149
Amygdala R 3.29 16 -8 -8 123
Frontal_Inf_Tri_R (aal3v1) R 2.64 42 34 24 85
Frontal_Mid_2_R (aal3v1) R 3.45 46 38 36 
Hippocampus_L (aal3v1) L 5.67 − 20 -30

-6
65

Hippocampus_R (aal3v1) R 5.76 24 -31 -6 61
ACC_sup_R (aal3v1) R 4.57 10 22 28 57
ACC_sup_L (aal3v1) L 3.93 − 10 22 30 42
dl PFC L 2.61 − 10 26 28 

Fear Scoring Phase    
Occipital_Inf_R (aal3v1) R 10.05 32 -92 -6 83869
Red_N_R (aal3v1) R 9.61 8 -20 -14 
Insula_L (aal3v1) L 5.02 − 34 14 0 1274
Frontal_Mid_2_R (aal3v1) R 5.14 34 42 26 1078
dl PFC R 4.75 8 22 38 916
dl PFC L 4.62 − 10 22 38 811
Insula_R (aal3v1) R 4.42 44 13 0 665

(continued on next page)
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4. Discussion

This study used an innovative paradigm with two-dimensional fear
space design and surpassed traditional one-dimensional fear learning
approaches. Behaviorally, participants successfully constructed a fear
space though the learned relations at the diagonal of a 5*5 two-
dimensional grid to entire space. Analysis of fMRI data during con-
struction and navigation within a two-dimensional fear space revealed
functional engagement in widespread regions of large-scale brain net-
works, including the emotional salience network (i.e., the amygdala,
insula, ACC), memory-related regions (i.e., the hippocampus and para-
hippocampal gyrus extending into the entorhinal cortex), as well as the
frontal-parietal network (.e., the dlPFC and posterior parietal cortex).

For behavioral results, participants successfully differentiated and
consistently evaluated the fear scores of the 9 viral stimuli, demon-
strating a stable association constructed between fear responses and two
dimensions of viral stimuli. The head spike and body size of virus, rep-
resenting probability and intensity of electric shocks, appeared together
with fear scores before the conditioning procedure, and participants
acquired the joint effect on fear scores likely by relational reasoning.
This was mirrored through linear modeling the relation between levels
of actual fear score and individual’s rating. Moreover, the probability
and intensity of shock collectively contributed to enhance the fear

acquisition to virus through the classical associative learning (Lissek
et al., 2014; McNally and Westbrook, 2006; Mitchell et al., 2009). And
the linear modeling of fear scores also effectively predicted the degree of
fear for both the learned and unseen viruses. Together, our behavioral
findings confirm the existence of a two-dimensional fear space. Mean-
time, results from fear navigation tasks showed no significant differ-
ences between theoretical and actual fear scores, suggesting the
successful construction and also the utilization of the two-dimensional
fear system. This receives additional support from results of the im-
plicit and explicit experiments. In the implicit emotional stop signal
task, larger viral pictures with higher fear scores showed significantly
faster responses after fear learning compared to smaller ones with lower
scores. In the explicit fear scoring task, viral pictures scored significantly
higher than neutral pictures post-learning, with no change in scores for
neutral pictures before and after learning. It was noteworthy that the
difference between the theoretical and actual fear scores of viral pictures
before fear learning was significantly greater than after fear learning
through further validation, therefore there was no floor effect.

For fMRI findings, activation of the hippocampus, parahippocampal
gyrus, insula, anterior cingulate gyrus, and dlPFC were observed in each
stage, and activation of the amygdala was added to the phases of fear
recall, fear score, and fear score over fear navigation. During the navi-
gation phase, continuously changing fear pictures have been brought to
the attention of the dlPFC, and memory was extracted through the
parahippocampal gyrus, amplifying the signal with functional involve-
ment of the insula and ACC, core regions of the salience network (Menon
and Uddin, 2010; Palaniyappan and Liddle, 2012; Schimmelpfennig
et al., 2023; Seeley, 2019). The amygdala, hippocampal and para-
hippocampal gyrus was activated during the fear recall phase, which
points out the contributions of memory formed during learning the link
between the combination of dimensions and fear (Alvarez et al., 2008;
Hermans et al., 2017). Alternatively, the intensity and probability of
shocks are possibly encoded in the emotional and salience networks, and
collectively contributes to fearful ratings, which also receives supports
from activation of the amygdala extending to EC derived from fear
scoring phase. The bilateral dlPFC as well as EC activation during the
fear scores might suggests that fear evaluation requires more attention
and possible top-down regulation of reactive expression for emotional
stimuli (Baldi and Bucherelli, 2014; Brosnan and Wiegand, 2017; Cou-
tureau and Di Scala, 2009; Eippert et al., 2007; Kluen et al., 2019;
Roesler and McGaugh, 2022; Takehara, 2014; White et al., 2023). In
brief, the neural mechanisms underlying the construction of a
two-dimensional fear space involve the emotional salience network,
including the amygdala, insula, ACC, and dlPFC, as well as regions
responsible for memory including the hippocampus and para-
hippocampal gyrus extending into the EC.

To summarize, the amygdala, hippocampus, anterior insula, ACC,
and dlPFC collectively and dominantly contribute to the construction of
two-dimensional fear space. These regions play crucial roles in pro-
cessing and integrating information across multiple brain areas (Dolcos
et al., 2011; Jung et al., 2022; Šimić et al., 2021; Zhao et al., 2023),
especially in the context of emotional processing and memory forma-
tion. The AI, ACC, and dlPFC have intricate connections with the
amygdala (Berboth and Morawetz, 2021; Bissière et al., 2008; Höistad
and Barbas, 2008), serving as pivotal nodes for emotional processing.
These areas are essential for detecting and processing emotional salience
(Ince et al., 2023; Luo et al., 2014; Menon and Uddin, 2010; Seeley,
2019), thereby facilitating fear learning and generalization. The AI and
ACC, as part of the salience network (Menon and Uddin, 2010; Seeley,
2019), are specifically responsible for identifying emotionally signifi-
cant stimuli and preparing the brain to respond to these stimuli (Luo
et al., 2014). This response involves coordinating with the amygdala,
which processes threats from the external environment and helps
establish conditioned reflexes between such threats (like electric shocks)
and associated stimuli (like viral pictures). Furthermore, the relation-
ship between the AI, ACC, dlPFC, and the hippocampus underscores the

Table 1 (continued )

Contrast Region (AAL label) L/
R

T MNI (x y
z)

K
(voxel)

ACC_sup_L (aal3v1) L 3.39 − 6 18 25 357
ACC_sup_R (aal3v1) R 3.57 10 18 25 273
Hippocampus_L (aal3v1) L 4.06 − 24 -36 0 170
Calcarine_R (aal3v1) R 2.94 14 -70 14 123
Hippocampus_R (aal3v1) R 5.21 20 -34 0 119
Frontal_Mid_2_L (aal3v1) L 2.85 − 40 26 34 78
OFCant_L (aal3v1) L 4.33 − 20 42

-12
43

Amygdala_L (aal3v1) L 4.03 − 24 -4
-13

30

Fear Scoring Phase > Fear Navigation
Phase

   

Medial Frontal Gyrus L 6.49 − 8 -14 74 43477
Postcentral_L (aal3v1) L 7.36 − 30 -30

72


Frontal_Mid_2_R (aal3v1) R 5.3 36 52 20 1437
Frontal_Sup_2_R (aal3v1) R 4.65 26 30 30 
Insula_L (aal3v1) L 4.15 − 42 12 -6 995
Insula_R (aal3v1) R 5.74 48 -12 -6 808
SupraMarginal_R (aal3v1) R 5 60 -20 24 778
dl PFC R 4.21 8 22 30 774
Anterior Cingulate Cortex R 3.53 11 34 18 429
Anterior Cingulate Cortex L 3.15 − 10 34 18 425
dl PFC L 2.84 − 8 28 30 
OFCant_L (aal3v1) L 5.34 − 22 48

-16
309

OFCmed_L (aal3v1) L 3.07 − 10 54
-24



Superior Frontal Gyrus L 4.74 − 20 58
-18



Frontal_Sup_2_R (aal3v1) R 2.99 26 52 -6 295
OFCant_R (aal3v1) R 6.12 28 60 -16 
OFCmed_R (aal3v1) R 3.5 20 40 -18 
Frontal_Mid_2_L (aal3v1) L 3.88 − 36 48 24 250
Orbital Gyrus L 3.71 − 8 44 -32 188
Superior Frontal Gyrus R 3.59 8 60 -26 
Cingulate_Mid_R (aal3v1) R 3.65 10 -36 46 169
Occipital_Inf_R (aal3v1) R 5.01 32 -96 -8 164
Medulla L 3.51 0 -30 -46 162
Pons L 2.96 − 8 -32

-40


Postcentral_R (aal3v1) R 4.09 50 -32 60 74
ParaHippocampal_R
(aal3v1)

R 2.99 16 -40 -10 57

Amygdala_L (aal3v1) L 3.83 − 20 0 -13 29

Note: L, left cerebrum; R, right cerebrum; dl PFC, dorsolateral prefrontal cortex.
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integration of emotional processing with memory systems (Dolcos et al.,
2011; LaBar and Cabeza, 2006). The hippocampus, particularly its
dorsal region, is crucial for processing situational memory related to fear
(Anagnostaras et al., 2001; Chaaya et al., 2018), working closely with
the amygdala to maintain and consolidate these fear memories (Chaaya
et al., 2018). The dlPFC contributes to this network by regulating
attention towards fear-relevant stimuli and modulating emotional re-
sponses through top-down control (White et al., 2023; Kroes et al., 2019;
Vogt, 2019; Vuilleumier et al., 2003), thus influencing how fear mem-
ories are formed and retrieved. Thus, the emotional salience network,
comprising the AI, ACC, amygdala and hippocampus, along with regions
in the frontal-parietal network, forms a complex system that not only
processes and regulates emotional and fear responses, but also plays a
critical role in the encoding and retrieval of fear-related memories (Liu
et al., 2016; Zhuang et al., 2022). This network’s ability to integrate
information from various brain regions enhances our understanding of
the construction of the two-dimensional fear space, highlighting the
interconnectedness of emotional and memory processes in the human
brain.

4.1. Limitations and future studies

Despite the valuable insights gained from our study, several limita-
tions warrant consideration, and these areas should be addressed in
future study designs. Firstly, our current task design lacks of a

reinforcement learning manipulation, preventing a comprehensive
analysis of the entire learning process during data analysis. Linear
modeling of learning results was currently limited to regression analysis,
resulting in the loss of significant learning information. Future en-
deavors should incorporate a reinforcement learning paradigm and
leverage machine learning methods for a more nuanced analysis (Bălan
et al., 2019; Petrescu et al., 2021). Secondly, the absence of physiolog-
ical indicators of fear, such as pupillary recording and skin electromy-
ography (Kret et al., 2013), limits the depth of fear detection analysis. In
subsequent studies, including these physiological indicators will provide
a more comprehensive understanding of fear responses. Thirdly, our
assertion that the learning of risk-based fear was rooted in individuals
subjectively constructing a quantitative relationship between neutral
cues and real risks aligns with the Bayesian brain theory in cognitive
neuroscience. The brain constantly models input information to enhance
prediction and reasoning accuracy. The involvement of grid cells
(Schuette et al., 2020), increasingly implicated in abstracting and
reasoning two-dimensional information, hints at their potential role in
forming and generalizing the two-dimensional fear system in our
experimental tasks. Future research should delve deeper into the specific
neural mechanisms and explore the intricate interplay between subjec-
tive constructs and physiological responses in fear learning.

Fig. 5. Whole Brain Activation Intensity. (A) Activation of the left parahippocampal gyrus during the fear navigation phase. (B) Bilateral activation in supple-
mentary areas, occipital cortex, and insula during the fear recall phase. (C) Activation similar to the fear recall phase is in the fear scoring phase. (D) Regions
demonstrate significant distinctions in activations between the fear scoring phase (autumn) and the fear navigation phase (winter). MCC: middle cingulate cortex,
SMA: supplementary motor area, ACC: anterior cingulate cortex, dlPFC: dorsal lateral prefrontal cortex, EC: entorhinal cortex.
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5. Conclusion

In conclusion, our study demonstrates functional engagement of
large-scale brain networks involved in constructing a unified fear space
across two dimensions of uncertainty and intensity, suggesting a neu-
rocognitive model through which functional brain networks work in
concert to support the construction of a structured representation of fear
experiences from multiple dimensions.
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