
PNAS  2024  Vol. 121  No. 52 e2405850121� https://doi.org/10.1073/pnas.2405850121 1 of 11

RESEARCH ARTICLE | 

Significance

 Human emotion and cognition 
involve complex neural and 
endocrine interactions, allowing 
neural resource allocation to 
support optimal adaptability and 
flexibility for changing demands. 
Our understanding of this 
allostatic process remains 
limited. The cortisol awakening 
response (CAR) is a key mediator 
of allostasis, influencing 
emotional and cognitive 
functions via brain networks. 
Little, however, is known about 
how CAR-induced 
neuroendocrine crosstalk 
supports dynamic organization of 
functional brain networks. Using 
pharmacological neuroimaging 
and hidden Markov modeling, we 
show that CAR proactively fosters 
emotional discrimination and 
working memory, by modulating 
task-specific brain state 
occupancy and network dynamic 
reconfigurations reflecting 
resource allocation. Our findings 
provide insights into the 
neuroendocrine mechanisms 
underlying CAR proactive 
modulations on brain network 
dynamics and resource allocation 
across emotion and cognition.
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Emotion and cognition involve an intricate crosstalk of neural and endocrine systems 
that support dynamic reallocation of neural resources and optimal adaptation for upcom-
ing challenges, an active process analogous to allostasis. As a hallmark of human endo-
crine activity, the cortisol awakening response (CAR) is recognized to play a critical 
role in proactively modulating emotional and executive functions. Yet, the underlying 
mechanisms of such proactive effects remain elusive. By leveraging pharmacological 
neuroimaging and hidden Markov modeling of brain state dynamics, we show that the 
CAR proactively modulates rapid spatiotemporal reconfigurations (state) of large-scale 
brain networks involved in emotional and executive functions. Behaviorally, suppression 
of CAR proactively impaired performance of emotional discrimination but not working 
memory (WM), while individuals with higher CAR exhibited better performance for 
both emotional and WM tasks. Neuronally, suppression of CAR led to a decrease in frac-
tional occupancy and mean lifetime of task-related brain states dominant to emotional 
and WM processing. Further information-theoretic analyses on sequence complexity 
of state transitions revealed that a suppressed or lower CAR led to higher transition 
complexity among states primarily anchored in visual-sensory and salience networks 
during emotional task. Conversely, an opposite pattern of transition complexity was 
observed among states anchored in executive control and visuospatial networks during 
WM, indicating that CAR distinctly modulates neural resources allocated to emotional 
and WM processing. Our findings establish a causal link of CAR with brain network 
dynamics across emotional and executive functions, suggesting a neuroendocrine account 
for CAR proactive effects on human emotion and cognition.

cortisol | dynamic networks | emotion | executive function | hidden Markov model

 For centuries, scientists have sought to unravel how the brain and endocrinal signals work 
in concert to support ever-changing cognitive and environmental demands. In theory, to 
sustain a dynamic equilibrium between internal milieu and external challenges, the brain 
and endocrinal signals actively engage in allocation of neural resources to prepare for the 
upcoming challenges ( 1 ,  2 ). Such active process has been conceptualized as “allostasis” 
and is believed to serve as one key principle of how neural and endocrinal signals interplay 
to support nuanced emotional and executive functions, though the underlying mechanisms 
remain largely elusive. Among endocrinal signals, the stress hormone cortisol plays a 
critical role in mobilizing energy supply for brain, cognition, and emotion ( 1 ,  3 ,  4 ). The 
cortisol awakening response (CAR), in particular, as a natural rise of cortisol through 
activation of the hypothalamus–pituitary–adrenal (HPA) axis within 30 to 45 min after 
morning awakening, is superimposed upon the circadian rhythm of cortisol secretion and 
is more than the mere release of cortisol ( 5   – 7 ). The CAR has been thought to support 
anticipation of a day’s most reliable stressor—waking up, mobilizing the energy to daily 
activities ( 8   – 10 ) and proactively modulates human emotion and cognition ( 11   – 13 ). Such 
proactive effects are reminiscent of a potential mediator of allostasis ( 1 ,  14 ). Although the 
CAR proactive effects are well documented at a behavioral level, our understanding of 
the underlying neurobiological mechanisms still remains in its infancy.

 Psychological and neurobiological theories attempt to account for the CAR proactive 
effects on human cognition and emotion. The prospective view suggests a CAR-induced 
preparation function for upcoming workload and challenges, via activation of one’s pro-
spective memory representations and appraisal of anticipating the demands for the day 
ahead ( 8 ,  15 ). The neurobiological models of cortisol suggest that CAR upon morning 
awakening can set up a tonic tone as background activity to mobilize metabolism and 
energy supply for the brain and body, through intricate expression of mineralocorticoid 
(MRs) and glucocorticoid receptors (GRs) that act on neuronal excitability of brain net-
works ( 16 ,  17 ). While the MR-mediated nongenomic actions can initiate rapid changes D
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that activate neural circuits in response to acute stress and emo-
tional arousal, the relatively slower genomic GR-mediated actions 
come to play later to promote adaptation and memory consoli-
dation throughout the day ( 16 ,  18   – 20 ). Recent neuroimaging 
studies have demonstrated that CAR-induced tonic activity may 
improve neural efficiency involving amygdala-prefrontal systems 
in emotional processing ( 12 ) and prefrontal–hippocampal inter-
actions underlying executive functions even 6 h later in the after-
noon ( 13 ). Beyond separate systems, nuanced emotional and 
executive functions require dynamic (re)configuration of large-
scale brain networks to support optimal adaptation and behavioral 
flexibility, as illuminated by recent advances in cognitive and net-
work neuroscience ( 21     – 24 ). Yet, little is known about how CAR 
could leverage its proactive modulation on brain network dynam-
ics across emotional and executive functions.

 One fundamental question regarding CAR is how its tonic 
activity upon awakening is converted into proactive modulations 
on emotion and cognition hours later, while still being flexible 
enough to impact diverse task demands. Based on neurobiological 
models of cortisol and catecholamines, it is conceivable that CAR’s 
proactive effects on brain functioning are likely mediated through 
an interplay between CAR-initiated tonic background activity 
and task-dependent phasic catecholaminergic actions that mod-
ulate neuronal excitability and inhibition of emotional and exec-
utive brain networks ( 25     – 28 ). For instance, activity in 
emotion-related sensory and limbic structures (including amyg-
dala and thalamus) can be modulated by cortisol levels and 
stimulus-induced norepinephrine ( 29     – 32 ) to prompt rapid con-
figurations of stimulus-sensitive sensory and salience networks 
that are critical for vigilance and emotion processing ( 33 ). 
Meanwhile, interactions between cortisol and phasic catechola-
minergic signals that project to the prefrontal cortex and related 
circuits can improve neural efficiency in working memory (WM), 
likely via optimizing dynamic organization of executive control 
networks for resource allocation ( 13 ,  28 ,  34 ,  35 ). Together, we 
hypothesize that CAR would proactively optimize human emo-
tional and executive functions, likely via acting on task-dependent 
brain network activity states involved in these functions.

 In the neurobiology of allostasis ( 1 ,  36 ), intricate interplay of 
brain systems and endocrinal signals has long been thought to 
support allocation of neural resources for regulating energy supply 
and enabling behavioral flexibility and adaptation for changing 
challenges ( 37   – 39 ). For example, stimulus-induced catecholamin-
ergic signals are proved crucial for prompting wide-spread brain 
network reconfigurations and shifting neural gain for cognitive 
demands ( 40 ,  41 ), therefore modulating resource allocation 
among network modules to optimize cognitive and affective func-
tioning ( 29 ,  38 ,  40 ,  42 ). As a potential mediator, one may thus 
conjecture that CAR-initiated tonic activity in the morning could 
leverage a similar mechanism of resource allocation, through inter-
play with task-induced neurotransmitters to modulate emotion 
and cognition. Recent computational studies have linked neural 
resource allocation modulated by neurotransmitters to dynamic 
brain state transitions ( 43 ) or alteration of energy landscape ( 38 ). 
Dynamical network modeling such as hidden Markov modeling 
(HMM) offers useful approach to probe time-resolved functional 
(re)configuration of brain networks under diverse tasks ( 44   – 46 ). 
Based on Viterbi decoded sequence, brain state dynamics can be 
quantified by fractional occupancy, mean lifetime, and system-
level state transitions, providing an ideal approach to probe CAR’s 
proactive effects on brain network dynamics and neural resource 
allocation ( 38 ). According to above CAR-mediated preparation 
function and task-induced catecholaminergic modulations, we 
further hypothesize that CAR would have distinct modulations 

on system-level state transitions anchored onto task-specific brain 
networks across emotional and WM processing, reflecting flexible 
neural resources allocated to these processes.

 Here, we test above hypotheses by combining a double-blinded 
pharmacological manipulation (Cohort 1) dedicated to the CAR 
with salivary samples across three consecutive days, in conjunction 
with a multitask paradigm. An independent Cohort 2 with natural 
assessment of the CAR and similar task designs was included to 
further validate the CAR proactive effects from pharmacological 
cohort. As shown in  Fig. 1 , participants in Cohort 1 received 
either 0.5-mg dexamethasone (DXM) or placebo (vitamin C) on 
Day 1 night at 20:00 to suppress CAR in the next morning. Saliva 
samples were collected at 15 time points over three consecutive 
days to measure cortisol levels. On Day 2 afternoon, participants 
underwent functional MRI (fMRI) to perform resting state, emo-
tion matching, and WM tasks, when cortisol levels were no dif-
ferent in afternoon between groups. Based on data from Cohorts 
1 and 2, we first investigated the proactive effects of CAR on 
emotional and WM task performance. We then implemented 
HMM to probe dynamical organization of large-scale functional 
brain networks and investigated how the CAR modulates brain 
state dynamics under emotional and WM tasks. Finally, we imple-
mented information theory-based algorithms to compute the 
sequence complexity of state transitions (namely, transition com-
plexity) and examined how CAR modulates neural resource real-
location across emotional and WM tasks.         

Results

Effectiveness of CAR Suppression and Its Proactive Effects on 
Behavioral Performance. We conducted the pharmacological 
manipulations at 20:00 on Day 1 night to ensure that the CAR 
was suppressed in the next morning, while cortisol levels kept no 
difference between groups during fMRI scanning in the afternoon 
(Fig. 1 A and B). This pharmacological timing was identified by one 
pilot experiment (SI Appendix, Fig. S1). To verify the effectiveness 
of CAR suppression, we compared cortisol levels between two 
groups from Day 1 to Day 3, by conducting a 2 (Group: DXM vs. 
Placebo)-by-15 (Time: 15 samples) repeated-measure ANOVA. 
This analysis revealed a significant main effect of Group (F1,59 = 
19.0, P < 0.001) and Group-by-Time interaction effect (F14,826= 
19.4, P < 0.001). Post hoc tests revealed a blunted CAR in the 
morning on Day 2 as shown at 7:00, 7:15, 7:30, and 8:00 AM 
after awakening in the DXM group (All Ps < 0.001), but no group 
difference in cortisol levels was observed before and after fMRI 
scanning (All Ps > 0.24). We further examined group differences 
in two measures of CAR, including area under curve with respect 
to increase at 7:00 AM (AUCi) and to ground zero (AUCg), 
reflecting a dynamic (state-like) rise and an overall cortisol 
secretion within 1-h postawakening, respectively (Methods). Two 
sample t tests revealed significantly lower AUCi (t59 = −2.10,  
P = 0.04) and AUCg (t59= −9.61, P < 10−13) in the DXM group 
than Placebo (SI  Appendix, Fig.  S2), further validating the 
effectiveness of CAR suppression.

 We then investigated how the CAR proactively modulates sub-
sequent behavioral performance in emotional and WM tasks in 
the afternoon (Methods ). After excluding outliers, a 2 (Group: 
DXM vs. Placebo)-by-2 (Emotion vs. Neutral) ANOVA was con-
ducted for accuracy of emotion discrimination task. As shown in 
 Fig. 1C  , this analysis revealed significant main effects of Group 
(F1,57   = 9.01, P  = 0.004) and Emotion condition (F1,57   = −5.24, 
﻿P  < 0.001), as well as their interaction effect (F1,57   = 6.88,  
﻿P  = 0.011). Post hoc t tests revealed higher accuracy of emotion 
condition in Placebo than DXM group (t57   = 2.97, P  < 0.01), but D
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no difference in neutral condition (t57   = 1.24, P  = 0.22). Parallel 
analysis for WM accuracy revealed significant main effect of WM 
loads (F2,108   = 20.47, P  < 0.001), but neither Group (F1,54   = 0.04, 
﻿P  > 0.80) nor Group-by-WM interaction effect (F2,108   = 0.99,  
﻿P  = 0.38) ( Fig. 1D  ). Given a similar pattern of behavioral data 
observed in Cohort 2 (SI Appendix, Fig. S5 ), we thus combined 
data from two cohorts for further correlation analyses. Permutation 
tests revealed significantly positive correlations of CAR (i.e., 
AUCi) with accuracy in both emotional (r  = 0.16, P  = 0.039) and 
WM 2-back conditions (r  = 0.20, P  = 0.018). Notably, Spearman 
correlations are also significant (Ps  < 0.04). Together, these results 
indicate the effectiveness of CAR suppression by our pharmaco-
logical manipulation, an impairment in emotional discrimination 
task in general, and relatively poorer performance in both emo-
tional and WM tasks in individuals with lower CAR.  

CAR Proactive Effects on Brain State Occupancy during Emotional 
and Executive Functions. To detect brain network dynamics 
across different tasks, we implemented HMM for BOLD time 
series of 14 brain networks during Rest, Emotion, and WM tasks 
collapsing across Placebo and DXM groups. Detail procedures and 
verification of selecting number of states are provided in Methods 

and SI Appendix, Fig. S6. As shown in Fig. 2A, modeling outputs 
with inferred 10 states featured by distinct network configurations 
which capture rich brain network dynamics across three tasks (see 
SI Appendix, Fig. S7 for the rest states). Based on Viterbi-decoded 
state sequence, we calculated fractional occupancy (Fig. 2B) and 
mean lifetime (SI Appendix, Fig. S8) of each brain state for Rest, 
Emotion, and WM tasks. We found significantly higher fractional 
occupancy of State 2 (S2) and State 10 (S10) during Rest, State 
1 (S1), and State 8 (S8) during Emotion task as well as State 4 
(S4) and State 5 (S5) during WM task, as compared to the others 
(all Ps < 0.05 FDR corrected, Fig. 2B). From a holistic view, we 
implemented t-SNE algorithm to visualize the distribution of 
states’ fractional occupancy under Rest, Emotion, and WM tasks, 
and the low-dimensional clustering result further validates task-
dependent states distributions (Fig. 2C). Notably, we observed 
similar brain state dynamics across Rest, Emotion, and WM tasks 
in Cohort 2 (SI Appendix, Fig. S9).

 To further test our hypothesis of how CAR proactively modu-
lates brain state dynamics across emotional and WM tasks, we 
compared fractional occupancy and mean lifetime of brain states 
dominant to these two tasks between Placebo and DXM groups. 
We first conducted a knee-point analysis to identify brain states 
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that most commonly occurred under each task (SI Appendix, 
Fig. S10 ). This revealed a set of dominant states for Rest, Emotion, 
and WM tasks separately ( Fig. 3A  ). We then focused on the dom-
inant brain states under each task to address our central question 
at issue for the emotional and 2-back conditions, with the top two 
occupied states shown in  Fig. 3  for visualization purpose. Among 
dominant states for emotional task, we identified only state S8’s 
occupancy showing a positive correlation with emotional discrim-
ination accuracy (r  = 0.37, P  = 0.01, FDR corrected) ( Fig. 3B  ), 
characterized by higher activation in visual-sensory, salience, and 
basal ganglia networks ( Fig. 2A  ). Meanwhile, another dominant 
state S1’s occupancy shows no reliable correlation with emotional 
accuracy (r  = 0.19, P  = 0.15, FDR corrected). Among dominant 
states for WM task, we identified state S4 showing a negative 
correlation with accuracy of 2-back condition (r  = −0.25,  
﻿P  = 0.032, FDR corrected), characterized by low activation in 
regions of lateral executive control network. While another dom-
inant state S5 exhibits marginal correlation with 2-back accuracy 
(r  = 0.21, P  = 0.068, FDR corrected), characterized by activation 
in visual-spatial and executive control network. All correlation 
results under other conditions are listed in SI Appendix, Fig. S12   .        

 Since brain states S8 and S4 closely linked to emotional and WM 
2-back performance, we further examined CAR-related differences 
in fractional occupancy and mean lifetime of these two states 
between DXM and Placebo groups. Separate nonparametric per-
mutation tests were implemented to account for nonnormal distri-
bution of these brain state occupancy derived from each block during 
emotional and WM tasks (Methods ). This revealed significantly 
higher fractional occupancy ( Fig. 3E  ) and mean lifetime (SI Appendix, 

Fig. S14 ) of emotional state S8 in Placebo than DXM group during 
emotional condition (Ps  < 0.04, FDR corrected), while no difference 
in state S1 (Ps  > 0.4, FDR corrected). Parallel analysis for WM task 
revealed significantly higher fractional occupancy ( Fig. 3F  ) and mean 
lifetime (SI Appendix, Fig. S14 ) of state S4 during WM 2-back con-
dition (Ps  < 0.03 FDR corrected) in Placebo than DXM group. 
However, no difference for state S5 was observed between groups 
(Ps  > 0.12, FDR corrected). Results in Cohort 2 are provided in 
﻿SI Appendix, Fig. S11 .

 Based on our recent observation on CAR-related lower prefrontal 
activity linked to better neural efficiency for WM processing ( 13 ), 
we speculate that our observed higher occupancy of state S4 with 
relatively lower activity in Placebo reflects similar phenomenon. We 
therefore computed an index reflecting network efficiency during 
WM (SI Appendix, Text S1 ), and permutation test revealed signifi-
cantly higher network efficiency during 2-back in Placebo than 
DXM group (P  = 0.028, FDR corrected, SI Appendix, Fig. S15 ).

 To better illustrate which psychological processes are linked to 
brain states most dominant to rest, emotion, and WM, we 
employed a meta-analytic neurosynth-decoding approach to iden-
tify the most relevant terms and word cloud plots were imple-
mented to illustrate decoding results (Methods ). As depicted in 
 Fig. 3G  , brain states S2, S8, and S5 are closely associated with 
psychological terms that are most likely involved in rest, emotional, 
and WM tasks in our present study, respectively. While less reliable 
decoding results were identified for states S1 and S4 that are also 
dominant to emotional and WM tasks (SI Appendix, Table S1 ).

 Together, these results indicate that suppression of CAR can 
lead to a decrease in factional occupancy and mean lifetime of 
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(C) t-SNE embedding for distributions of fractional occupancy from all states for Rest, Emotion, and WM tasks. Notes: Sensorimotor Network (SMN), Precuneus 
Network (PRE), Left, and Right Executive Control Networks (lECN, rECN), Anterior, and Posterior Salience Networks (ASN, PSN), Visuospatial Network (VSN), Dorsal 
and Ventral Default Mode Networks (dDMN and vDMN), Primary and High Visual Networks (pVIS, hVIS), Auditory Network (AUD), Language Network (LAN).
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brain states (i.e., S8, S4) that are respectively dominant to Emotion 
and WM tasks rather than resting state. That is, the proactive 
effects of CAR on increased occupancy and mean lifetime of emo-
tion- and WM-related dominant brain states.  

CAR Proactive Effects on Brain State Transitions during Emotion 
and Executive Functions. Beyond occupancy and mean lifetime,  
we further investigate how CAR proactively modulates dynamic 
transitions among states during emotional and executive 
functioning to address our hypothesis on neural resource 
allocation. We first computed transition probability among 
brain states across Rest, Emotion, and WM tasks and subsequent 
Louvain community detection (Methods) identified three robust 
communities (Fig. 4B and SI Appendix, Fig. S16), highly consistent 
with the structure of dominant states based on our knee analysis. 

Further network-based statistics (Methods) revealed significantly 
higher transition probabilities between dominant brain states 
under Emotion and WM tasks, respectively (all Ps < 0.05, 
FWE corrected) (Fig. 4C). However, we observed no significant 
difference in edge-by-edge transition between Placebo and DXM 
groups during Rest, Emotion, or WM tasks (all Ps > 0.05, FWE 
corrected).

 Beyond edge-by-edge comparisons, we further investigate 
whether CAR modulates system-level transition dynamics by 
computing sequence complexity of state transitions (namely, tran-
sition complexity) (Methods ) during Emotion (emotion vs. neu-
tral) and WM (2- vs. 0-back) tasks. Based on information theory 
( 47 ), this approach has been implemented in deciphering the state 
sequence syntax of brain computations underlying sleep, anesthe-
sia, and other task contexts, reflecting distinct modes of neural 
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Fig. 3.   Occupancy rates of dominant brain states showing significant differences between Placebo and DXM groups. (A) Dominant states selection based on 
knee point analysis and vertical dashed lines represent corresponding dominant state numbers determined by knee point for each task separately. (B and C). 
Correlations between fractional occupancy of dominate states in Emotion and WM task and corresponding performance. (D–F) Density distribution plots depict 
fractional occupancy of dominant states in Placebo and DXM groups under Rest, Emotion, and WM 2-back conditions. Plots are smoothed by the kernel density 
estimation (KDE). (G) Wordcloud plots for Neurosynth-based decoding terms for states of interest. The font size of each term in each plot is based on its relative 
decoded correlation value, and we list the top and last correlation values below each wordcloud plot with their font size relative to the correlation values. Notes: 
n.s., nonsignificant, ~P < 0.10, *P < 0.05, FDR corrected.
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resource allocation ( 48 ). We thus implemented this transition 
complexity index to investigate whether CAR modulates resource 
allocation across emotional and WM processing. As illustrated in 
 Fig. 4D  , there is a clear distinction of state sequence patterns across 
emotion and executive functioning. Permutation tests were then 
conducted to test the differences when two cohorts were combined 
according to both AUCi and AUCg measures of CAR (Methods ). 
Although we did not find reliable effects pertaining to AUCi  
(Ps  > 0.24), we observed significantly higher transition complexity 
during emotional task (P  = 0.004) when overall CAR (AUCg, 
total cortisol secretion within 1-h postawakening) was suppressed 
or lower according to AUCg measure. Interestingly, an opposite 
pattern with lower transition complexity was observed during 
WM processing (P  = 0.014). Further correlation analyses revealed 
that individuals with lower AUCg exhibited significantly correla-
tion with higher transition complexity during Emotion task  
(r  = −0.22, P  = 0.008). Conversely, an opposite correlation with 
lower transition complexity was observed during WM processing 
(r  = 0.20, P  = 0.015) when overall CAR was lower ( Fig. 4F  ). Again, 
no reliable correlation was observed for AUCi. Notably, we also 
observed significant correlations when analyzing data in Cohorts 
1 and 2 separately for AUCg, indicating the robustness of our 
observed CAR-related distinct modulations of transition com-
plexity on emotional and WM processing (SI Appendix, Table S2 ).

 Together, our above results indicate that a suppressed or lower 
overall CAR can lead to higher transition complexity of brain 
states primarily anchored onto visual-sensory and salience net-
works (i.e., S8) during Emotion task, but an opposite pattern of 
lower transition complexity of brain states anchored onto exec-
utive control and visuospatial networks (i.e., S5, S4) during WM 
task. These results exhibit differential modulation patterns of 
CAR on system-level transition complexity during Emotion and 

WM processing, suggesting a proactive role of CAR in modulat-
ing allocation of neural resources across emotional and executive 
functions.   

Discussion

 By leveraging pharmacological neuroimaging and HMM, we 
investigate how CAR proactively modulates dynamic reconfigu-
ration of brain networks across emotional and executive functions. 
As expected, suppression of CAR in the morning proactively 
impaired emotional discrimination for negative facial expressions 
but not WM performance, while individuals with lower CAR 
exhibited poorer performance of both emotional and WM (2-
back) tasks later in the afternoon of the same day. In parallel, 
suppression of CAR led to a general decrease in fractional occu-
pancy and mean lifetime of two task-specific brain states dominant 
to emotional and WM processing. Further information-theoretic 
analysis revealed that a suppressed/lower overall CAR led to higher 
transition complexity of brain states (primarily anchored on visual-
sensory and salience as well as basal ganglia networks) during 
emotion task, but an opposite pattern of transition complexity 
for brain states (anchored on visuospatial and executive control 
networks) toward WM, suggesting CAR-mediated distinct pro-
active modulations on optimizing a flexible allocation of neural 
resources across emotional and executive functions. Collectively, 
our findings establish a causal link of CAR in the morning and 
its proactive modulation on emotional and executive functions. 
As we will discuss below, these findings are most likely resulted 
from interplay of CAR-mediated tonic activity and task-induced 
rapid reconfiguration of large-scale functional brain networks to 
enable flexible allocation of neurocognitive resource, under a 
framework of human allostasis. 
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Fig. 4.   State transition dynamics in Placebo and DXM groups. (A) An illustration for edge-by-edge transition probability between brain states. (B) Louvian-detected 
community modules (top 25% transitions) based on transition probabilities among all states across three tasks. Nodes with the same color belong to the same 
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state transition and polar area diagrams represent relative state occupancy distributions underlying emotional and 2-back WM conditions. (E) Density distribution 
plots depict transition complexity for Rest, Emotion, and WM between high and low CAR groups, by combining data from Cohorts 1 and 2. (F) Scatter plots depict 
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networks) and WM (anchored on executive control and visuospatial networks) processing. Notes: n.s., nonsignificance *P < 0.05, **P < 0.01, FDR corrected.
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CAR Facilitates Emotional and Executive Functions Via Optimizing 
Dynamic Organization of Task-Specific Dominant Brain States. 
As expected by our first hypothesis, we observed the proactive 
effects of CAR on emotional and WM performance: suppression 
of CAR selectively impaired accuracy for discriminating negative 
facial expressions in DXM (vs. Placebo) group, while individuals 
with lower CAR exhibited poorer accuracy for both emotional 
and WM 2-back tasks. These effects are in line with behavioral 
improvement in normative CAR and impairment in lower/blunted 
CAR in literature (9, 13, 49). Although no group difference 
emerged, our observed positive correlation of CAR (AUCi) with 
WM 2-back accuracy is consistent with our recent observations 
(13), suggesting improved neural efficiency during WM discussed 
in next section. Based on psychological and neurobiological views 
of CAR (7–9), we speculate that our observed CAR proactive 
effects on emotional and WM performance could be resulted 
from CAR-induced tonic modulations that come to play even 
several hours after its first burst in the morning, most likely via 
the relatively slow genomic actions (3, 27, 28) and interplay with 
task-dependent neurotransmitters (28) as discussed below.

 On the neuroimaging level, suppression of CAR led to lower 
occupancy and mean lifetime of two task-induced brain states 
(i.e., S8, S4) that are dominant to emotional and WM processing, 
respectively. This finding is innovative, as our study targets on 
CAR effects on brain network dynamics, extending previous stud-
ies focusing on local regions ( 13 ,  39 ,  50 ,  51 ). The observed CAR 
proactive effects on task-specific brain states support our hypoth-
esis that interplay between CAR in the morning and task-
dependent neurotransmitters indeed jointly modulates brain 
network dynamic reconfigurations across emotional and executive 
functions, suggesting that neuroendocrinal crosstalk is essential 
to enable cognitive flexibility and adaptation for ever-changing 
challenges. Specifically, brain state (S8) dominant to emotional 
processing is characterized by higher engagement of visual-sensory, 
salience, and basal ganglia networks (including thalamus and cau-
date). Notably, the thalamus and caudate of the striatum can be 
also classified into the salience network in a broader definition 
( 39 ,  52 ). Thus, our observed activity pattern of S8 could be asso-
ciated with attentional vigilance to salient stimuli during emo-
tional task. Indeed, our Neurosynth-decoded results confirm this 
state linked to mental processes of emotional expression and face 
recognition. Based on previous studies ( 53 ,  54 ), emotional stimuli-
induced phasic activity of noradrenaline from locus coeruleus (LC) 
targeting to limbic structures and basal ganglia could substantially 
modulate neuronal excitability. Activation of these regions along 
with high-level visual–sensory network can reflect the engagement 
of goal-directed visual attention for emotional stimuli ( 39 ,  55 , 
 56 ). Thus, through GR-mediated tonic actions CAR’s interaction 
with task-dependent phasic noradrenaline activity could promote 
coactivation of these networks vital for attention and emotional 
salience processing, in line with our observed CAR-induced pro-
active increase in emotional brain state occupancy and improve-
ment in corresponding performance, further supporting our 
hypothesis.

 Moreover, suppression of CAR is correlated with lower occu-
pancy and mean lifetime of brain state S4 during WM 2-back 
task, characterized by lower activity of lateral executive network 
regions. In other words, normative CAR can lead to higher occu-
pancy and mean lifetime of this brain state. Based on insights from 
previous studies ( 13 ,  57 ), weaker activity in regions of this network 
may reflect greater neural efficiency, likely by utilizing less resources 
to achieve comparable WM performance ( 57 ,  58 ). This notion is 
supported by two pieces of our results: 1) higher occupancy of 
state S4 with low engagement in regions of executive control 

network in Placebo than DXM group, 2) higher network efficiency 
of this state during 2-back task in Placebo than DXM group. These 
findings are also in line with predictions by the influential neuro-
biological models suggesting that GR-mediated genomic actions 
can interact with task-driven D1-receptor mediated phasic dopa-
minergic activity to support WM processing ( 28 ), possibly leading 
to increased efficiency to support executive functioning ( 59 ). 
Together, our above findings point toward that CAR proactively 
facilitates emotional and executive functions, most likely through 
an interplay between CAR-mediated tonic activity and task-
invoked catecholaminergic actions that increase excitability and 
activity of emotion- and WM-related brain networks.  

CAR Proactively Modulates Dynamic Neural Resource Allocation 
Across Emotional and Executive Functions. Beyond above effects 
on task-specific state occupancy and mean lifetime, our second 
hypothesis addresses CAR’s proactive effects on neural resource 
allocation across emotional and executive functions. By quantifying 
sequence complexity of state transitions, we observed significantly 
higher transition complexity during emotion task while opposite 
pattern with lower transition complexity during WM task, when 
CAR was suppressed or lower as measured by overall CAR (i.e., 
AUCg within 1-h post awakening). Such transition complexity is 
thought to represent a syntax-based mode of information processing 
(43), and changes in transition complexity of one system may reflect 
an alteration of resource allocation. Thus, our observed opposite 
patterns of transition complexity may reflect flexible resource 
allocation toward emotion and WM processing that anchors onto 
distinct functional brain network configurations. Specifically, 
our observed higher transition complexity during emotion 
processing when CAR was suppressed or lower in the normative 
CAR condition may reflect a flexible resource allocation to enable 
rapid reconfiguration of visual-sensory and salience networks (i.e., 
dominant state S8) for quick detection and processing emotionally 
laden stimuli, similar to the consequence when facing acute stress 
(33). Conversely, an opposite pattern of transition complexity 
under high-load WM may reflect a more deliberate mode of 
resource allocation toward functional organization of the executive 
control and visuospatial networks (i.e., dominant states such as S5 
and S4) for optimizing WM processing, which requires flexibly 
updating and maintaining the most recent two items in mind to 
perform 2-back task under executive control. Notably, such distinct 
modulations of resource allocation are further supported by our 
observed opposite correlations between overall CAR (AUCg) and 
transition complexity during emotional and WM tasks.

 According to neuroendocrinal and neuromodulatory studies, 
both stress-induced slow corticosteroid effect ( 39 ,  60 ) and stimuli- 
induced phasic norepinephrine actions ( 29 ,  38 ,  40 ) can indeed 
regulate neuronal excitability/gain and up-regulate mesoscopic neu-
ral networks across distinct neurocognitive domains, as indicated 
by recent computational studies ( 37 ,  41 ). We believe interactions 
between CAR-initiated tonic activity and task-dependent phasic 
catecholaminergic actions could leverage similar integrative strategy 
of modulating resource allocation across distinct neurocognitive 
domains to support optimal adaptability and flexibility for ever- 
changing demands, further fostering allostasis of the neurobiological 
systems ( 1 ,  2 ,  61 ). Thus, our observed alterations in transition com-
plexity during emotional and WM processing may have important 
implications in CAR-mediated proactive effects, through actively 
modulating neural resource allocation for cognitive and behavioral 
flexibility, thereby serving as a crucial role in supporting system 
allostasis ( 1 ,  36 ). Together, our findings provide evidence that CAR 
proactively modulates neural resource allocation across emotional 
and executive functioning.D

ow
nl

oa
de

d 
fr

om
 h

ttp
s:

//w
w

w
.p

na
s.

or
g 

by
 H

E
FE

I 
U

N
IV

E
R

SI
T

Y
 O

F 
T

E
C

H
N

O
L

O
G

Y
 o

n 
D

ec
em

be
r 

16
, 2

02
4 

fr
om

 I
P 

ad
dr

es
s 

11
4.

21
3.

25
1.

57
.



8 of 11   https://doi.org/10.1073/pnas.2405850121� pnas.org

 It is worth to note that an overall AUCg rather than AUCi 
measure of CAR could reliably account for system-level state tran-
sitions reflecting dynamic resource allocation. This may originate 
from an integrative nature of AUCg measure that constitutes both 
basal (trait-like) and dynamic (state-like) components of CAR 
after postawakening in relation to the overall HPA-axis activity, 
according to theoretical implications of these two distinct meas-
ures in the neuroendocrinology and psychology ( 7 ,  62 ,  63 ). Future 
studies should disentangle their distinct roles in modulating brain 
network dynamics and their links to allostasis.

 Our study has several limitations. First, our study focused on 
CAR in males attempting to avoid confounds by female menstrual 
cycles, which may impede the generalizability into female popu-
lations. Second, our study did not include concurrent measures 
of physiological activity and task-induced transient modulators 
that may interplay with CAR. Third, our study did not collect 
fMRI data in morning, and future studies with optimal designs 
are crucial to address the mechanisms underlying time-dependent 
effects of CAR spanning over morning and afternoon. Innovative 
neuroimaging techniques with much denser sampling sessions are 
also required to examine how interplay of CAR with task-induced 
phasic neuromodulators affects human emotion and cognition 
throughout the day.

﻿In conclusion , our study demonstrates the proactive effects of 
CAR on dynamic reconfiguration of large-scale brain networks 
across emotional and executive functions. Our findings establish 
a causal link of how CAR proactively modulates brain network 
dynamics via acting on task-specific brain state occupancy and 
system-level transition dynamicity of brain network reconfigura-
tions, suggesting a neuroendocrinal model underlying flexible 
allocation of neural resources across emotional and cognitive 
demands. Our findings provide insights into CAR-mediated pro-
active effects that may serve as a key role in human allostasis to 
enable brain preparedness for upcoming challenges.   

Methods

Participants. A total of 122 young, healthy, male college students were recruited 
in two cohorts, with 62 participants (mean age: 22.9 ±  1.9; range: 18 to 27 y old) 
in Cohort 1 and 60 participants in Cohort 2 (mean age: 21.6 ±  0.8; range: 20 to 24 
y old). Given hormonal fluctuations during the periodic menstrual cycle in females 
may impede a reliable assessment of the normative CAR, female participants were 
not included in the present study. All participants reported no history of neuro-
logical, psychiatric, or endocrinal disorders. We first excluded participants if these 
factors did not meet the requirements: tobacco or alcohol use, irregular sleep/
wake rhythm, intense daily physical exercise, abnormal hearing or vision, pre-
dominant left-handedness, current periodontitis, stressful experience, or major 
life events. More details can be found in our previous study (13). Informed written 
consent was obtained from each participant before the experiment and study 
protocol was approved by the Institutional Review Board for Human Participants 
at Beijing Normal University. The protocol with pharmacological manipulation was 
registered as a clinical trial before the experiment (https://register.clinicaltrials.
gov/; Protocol ID: ICBIR_A_0098_002). We excluded participant if their mean 
frame-wise displacement is over 0.2 mm or motion spike over 5 mm during fMRI 
scanning (64, 65). Based on this criterion, two participants were excluded from 
further analyses and one participant’s spikes was over 5 mm only during rest and 
we kept data of this participant for Emotion and WM analyses.

Pharmacological Manipulations. For Cohort 1, participants were randomly 
assigned into the CAR-suppressed or control group. We employed the rand-
omized, double-blind pharmacological manipulations on Day 1 night and we 
mainly focused on CAR assessment on Day 2 to address our hypotheses on the 
proactive effects of the CAR on brain state dynamics during rest, emotional, 
and WM processing. Participants in the experimental group received a dose of 
0.5 mg Dexamethasone (namely DXM group) and the control group received 
equal amount of Vitamin C (placebo group) at 20:00 on Day 1. Based on our pilot 

experiment, the choice of the time at 20:00 was to ensure that the suppressed CAR 
in the DXM group would restore to a normal and overlapped level with placebo 
group when conducting fMRI scanning in the afternoon (SI Appendix, Fig. S1). 
This design allows us to test the CAR proactive effects aligning with our central 
hypothesis, by mitigating potential confounds of elevated cortisol levels during 
fMRI scanning in afternoon. In Cohort 1, to capture the diurnal cortisol responses 
as a function of time from morning to evening, we used a time-stamped dense 
sampling approach to collect a total of 15 saliva samples over three consecutive 
days (Fig. 1): Day 1 at 22:00, Day 2 at 7:00 (awakening time), 7:15 (15 min after 
awakening), 7:30 (30 min after awakening), 8:00 (1 h min after awakening), 
11:00 before lunch, before and after fMRI scanning in the afternoon from 14:00 
to 17:00 and 22:00 in the evening; Day 3 at 7:00 (awakening time), 7:15 (15 min 
after awakening), 7:30 (30 min after awakening), 8:00 (1 h min after awakening), 
and the final 2 sampling at 11:00 and 16:00, respectively. Saliva samples were 
collected using Salivette collection device (Sarstedt, Germany). Notably, partici-
pants’ subjective mood ratings were assessed across 3 via Positive and Negative 
Affect Schedule (PANAS) and no group differences were observed in both positive 
and negative scores across 3, further ruling out potential influences by subjective 
mood (SI Appendix, Fig. S3).

An independent Cohort 2 with natural assessment of the CAR and similar task 
designs was included to serve as a complementary purpose to further examine 
the robustness of major results from pharmacological cohort. In Cohort 2, we 
collected morning cortisol samples within 1 h immediately postwakening from 
two consecutive days. A total of 10 saliva samples were collected at 0, 15, 30, and 
60 min after awakening on both Day 2 and Day 3. Extra 2 time points before and 
after fMRI scanning on Day 2. Notably, three participants in Cohort 2 who had 
missing saliva samples among the first four collected on Day 2 were excluded 
from further CAR-related analyses.

We took several stringent procedures to assure that saliva samples were not 
affected by other factors of no interest, including: 1) participants were asked not to 
brush teeth, drink, or eat within 1 h before sampling, 2) participants were required 
to refrain from any alcohol, coffee, nicotine consumption, and excessive exercise 
at least 1 before experiment. Saliva samples were returned back to the laboratory 
and kept frozen (−20 °C) until assay. After thawing and centrifuging at 3,000 rpm 
for 5 min, the saliva samples were analyzed using an electrochemiluminescence 
immunoassay (ECLIA, Cobas e601, Roche Diagnostics, Mannheim, Germany) with 
sensitivity of 0.500 nmol/L. Intra- and interassay variations were below 10%.

Two measures of CAR were computed by using AUCi and AUCg in our present 
study. Specifically, AUCi is denoted as the Area Under the Curve with respect to 
increase by the equation: AUCi = (S1 + S2) ×  15 min/2 + (S2 + S3) ×  15 min/2 + 
(S3 + S4) ×  30 min/2 – S1 ×  (15 min +15 min + 30 min), while AUCg is denoted 
as the Area Under the Curve with respect to ground, which is equal to AUCi plus 
a basal-cortisol activity within 1 h after awakening: AUCg = (S1 + S2) ×  15 
min/2 + (S2 + S3) ×  15 min/2 + (S3 + S4) ×  30 min/2. Based on the guideline 
consensus of the field, AUCi and AUCg may yield dissociable yet related psycho-
endocrinal meanings of postawakening secretion of cortisol: AUCi is believed to 
reflect a diurnal/dynamic (state-like) change of CAR over time, while AUCg may 
reflect the overall (trait-like) cortisol secretion of postawakening including AUCi 
(9, 66). Note that part of the endocrinal data along with WM task were also used 
in our previous study (13).

Emotional and Cognitive Tasks. At Day 2 afternoon, participants went through 
consecutive multiple tasks involving Resting state, emotion discrimination 
(Emotion), and N-back WM tasks. During rest, participants were instructed to 
open the eyes, relax, and be still and scanning duration for 348 s. During emo-
tion task, participants performed a discrimination of negatively emotional facial 
expressions versus sensorimotor control task. The task consisted of 10 blocks, 
each block containing six trials of images. Each block started with a cue for 5 s 
indicating either emotion or control condition, after which six trials of images were 
presented 5 s each. For emotion block, participants need to select the emotional 
face from two candidate faces in the bottom of the screen that expressed the same 
emotion as the target expression on the top of the screen. For control condition, 
participants viewed the same number of trials of images and each block started 
with a cue for 5 s. Thereafter, participants need to select the scrambled shapes 
from two candidate shapes in the bottom of the screen that expressed the same 
shape as the target shape on the top of the screen. Notably, only negative facial 
expressions were included in the present study.D
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For the N-back WM task, it consisted of 12 blocks of alternating 0-, 1-, and 
2-back conditions. Each block started with a 2-s cue indicating the experimental 
condition, followed by a pseudorandomized sequence consisting of 15 digits. 
Each digit was presented for 400 ms followed by an interstimulus interval of 
1,400 ms. Blocks were interleaved by a jittered fixation ranging from 8 to 12 s, 
resulting in a mean interblock duration of 38 s. During 0-back condition, partic-
ipants need to detect whether the current digit was “1.” During the 1-back condi-
tion, participants were instructed to detect whether the current digit is the same 
with digit appeared 1 position back in the sequence. During the 2-back condition, 
participants were instructed to detect whether the current digit is the same with 
digit appeared 2 positions back in the sequence. Each sequence contained either 
2 or 3 targets and participants were asked to make a button press with their right 
index finger as fast as possible when detecting a target. The employment of 3 
distinct tasks for participants is to elicit sufficient and distinct cognitions covering 
most brain networks and better capture the dynamic shifts induced by CAR. This 
multitask procedure is proven to be efficient in eliciting distinct whole-brain 
network configurations in other studies focusing on network dynamicity (67, 68).

For Cohort 2, the task procedure and design are the same with Cohort 1, with 
consecutive tasks of rest, emotion, and WM tasks. During WM, we adopted a 
simplified design with only two WM loads (i.e., 0- and 2-back) and six blocks of 
each condition. Emotion task contains total 10 blocks, with an unequal number 
of emotional and neutral condition blocks. We thus selected the first four blocks 
from emotion and neutral condition respectively for subsequent analyses. Other 
parameters are the same with Cohort 1.

Behavioral Data Analysis. Separate ANOVAs were conducted for accuracy of 
emotional and WM tasks. We excluded participants with poor accuracy if their 
accuracy in each task condition is below the mean by three from further behavioral 
data analyses. This criterion led to two participants for emotion task and 5 ones 
for WM task excluded in Cohort 1. Further behavior-brain association analyses in 
specific condition (0\1\2-back and emotion\neutral) were conducted by excluding 
relevant data with poor accuracy in that condition.

Brain Imaging Data Acquisition. Whole-brain images in both Cohorts were 
acquired on a Siemens 3.0 T TRIO MRI scanner (Erlangen, Germany) in the 
National Key Laboratory of Cognitive Neuroscience and Learning & IDG/McGovern 
Institute for Brain Research at Beijing Normal University. Functional brain images 
were consecutively collected during resting state, emotion matching, and N-back 
WM tasks, using gradient-recalled echo planar imaging (GR-EPI) sequence (axial 
slices = 33, volume repetition time = 2.0 s, echo time = 30 ms, flip angle = 
90, slice thickness = 4 mm, gap= 0.6 mm, field of view = 200 × 200 mm, and 
voxel size = 3.1 × 3.1 × 4.6 mm). T1-weighted 3D magnetization-prepared rapid 
gradient echo sequence (slices = 192, volume repetition time = 2,530 ms, echo 
time = 3.45 ms, flip angle = 7°, slice thickness = 1 mm, field of view = 256 × 
256 mm, voxel size = 1 × 1 × 1 mm3).

Functional Data Preprocessing and BOLD Time Series Extraction. Image 
preprocessing was performed using Statistical Parametric Mapping (SPM12, 
http://www.fil.ion.ucl.ac.uk/spm). Preprocessing steps include 1) removing 
the first four volumes of functional images for rest, emotion, and WM tasks 
respectively, for signal equilibrium, 2) correcting for slice-timing acquisition, 3) 
realigned for head motion correction, 4) coregistered to the gray matter image 
segmented from subject’s own anatomical T1-weighted images, 5) spatially nor-
malized into common stereotactic MNI space, and 6) images were finally resam-
pled into 2-mm isotropic voxels and smoothed by isotropic 3-D Gaussian kernel 
with 6 mm full-width at half-maximum. We employed a predefined 14 networks 
template, covering wide-spread cognitive and affective processing regions that 
have been widely studied (44, 69–71). We next extracted preprocessed BOLD 
time series for each task by using the 14 network templates, which results in 
a time series matrix (14 brain networks) × (task durations). For Cohort 1, time 
series matrix for rest is 14-by-170, for emotion task is 14-by-150 and for N-back 
WM task is 14-by-228. For Cohort 2, time series matrix for rest is 14 × 176, for 
emotional task is 14-by-150 and for N-back is 14-by-228. For both Cohorts, 
time series were high-pass filtered at 0.008 Hz after which the white matter and 
cerebrospinal fluid, as well as 24-head movement signals were further used 
as regressor to remove out from time series. Then, preprocessed time series of 
14 networks for the three tasks were temporally concatenated together for each 
participant, yielding a 14-by-548 time series matrix for Cohort 1 and 14-by-554 

time series matrix for Cohort 2. The concatenated time series were normalized per 
column to yield 0 mean and 1. Finally, normalized time series matrices for each 
participant were combined to yield a N-by-14-by-T participants matrix ready for 
the HMM where N and T represent the number of participants and the length of 
time series for three tasks.

HMM for Multiple Tasks. We implemented HMM toolbox (https://github.
com/OHBA-analysis/HMM-MAR) to estimate spatiotemporal configurations of 
functional brain networks, as it enables us to quantify time-resolved brain state 
dynamics (Vidaurre et al., (72)). The HMM considers a set of multidimensional 
input signals that can be modeled as a sequence of latent discrete states occurring 
and omitting as time evolves. Each state is defined as both mean of each dimen-
sion and covariance among each dimension, generated by the Gaussian distri-
bution. Through Bayesian variations as well as Markovian process, HMM could 
infer discrete brain states that represent a repertoire of a number of canonical 
brain networks via Viterbi decoding (Vidaurre et al., (72)). Moreover, the unique 
feature of this method is that it could compute fractional occupancy, mean lifetime 
as well as transition dynamics. These dynamic features could help elucidate the 
rapid reorganization of brain networks among various cognitive and affective 
processing. Here, we consider that the human brain dynamically reconfigures 
distinct brain networks to meet ever-changing requirement of external cognitive 
and affective tasks. As such, we employed a set of 14 canonical brain networks 
derived by Shirer et al. (73) as predefined ROIs to cover potential network inter-
actions during multiple tasks. These ROIs have been widely used by previous 
studies focusing on large-scale functional brain networks (44, 74). After extracting 
time series from three tasks, we concatenated them and conducted HMM. Akin 
to previous studies (44–46), free energy as well as Akaike Information Criterion 
(AIC) was computed at a range from 2 to 16 states with a step of 2 (SI Appendix, 
Fig. S6). We found that 10 states are sufficiently to capture brain sate dynam-
ics across Rest, Emotion, and WM tasks, and expanding state numbers yields 
redundant states which are rarely occupied and the relative percentage change 
in free energy and AIC becomes negligible. The HMM model yielded several 
major output metrics: 1) State assignment for each time point, each subject, via 
Viterbi path decoding, based on which we calculated individual-level fractional 
occupancy (FO) and mean lifetime for each state under each specific task (Rest\
Emotion\WM) or block-based condition (0\1\2-back and emotion\neutral) and 
compared group differences. 2) Each state’s estimated relative magnitude across 
14 brain networks (Fig. 2A), representing relative engagement of each network 
under each certain brain state. 3) Individual-level transition matrices among 10 
distinct states under each task were computed by the likelihood of switching 
between pair of specified states according to any given task.

t-SNE Embedding Visualization. To capture the distribution structure under 
Rest, Emotion, and WM tasks, we utilized a t-distributed stochastic neighbor 
embedding (t-SNE) visualization technique (75), which can represent high-
dimensional data into a reduced dimension while preserving the local distances 
between data points. In our study, we defined states distribution under task con-
dition as a 10-element vector, each element in the vector represents relative 
fractional occupancy of brain states per task. As such, we created the distribution 
vectors for all 3 tasks for each subject, and we then employed t-SNE analysis to 
plot the low-dimensional distribution clusters across each task per participant 
and visualize the relative distance among them.

Knee Point Analysis. A knee point analysis based on previous study (76) was 
employed to determine the dominant states for each condition. We first ranked 
average fractional occupancy of all brain states under rest, emotion matching, and 
n-back tasks, separately. Then, we calculated accumulative fractional occupancy 
curve and employed “kneedle” algorithm (77) to detect knee point, defined by 
a significant transient point in the maximum curvature, as a threshold to select 
the most dominant states for each task (SI Appendix, Fig. S10). After that, we con-
ducted multiple comparisons correction based on these dominant states detected 
by knee point analysis for subsequent statistical analyses under each task.

Neurosynth-Based Decoding analysis. To reveal the potential neurocognitive 
processes associated with each state feature, we took advantage of meta-analysis 
using reverse-inferred similarity-based algorithm by the CANlab toolbox (https://
canlab.github.io/). Consistent with previous studies (44, 78), we correlated each 
state’s activation pattern with the topic term-derived maps from the large-scale D
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Neurosynth platform including 11,406 studies. For each state of interest, we chose 
the first 4 topics with highest correlations, under which we further chose the first 
three terms of each topic. This ends up a total of 12 terms for each state ready 
for Wordcloud visualization. Notably, we manually excluded terms representing 
irrelevant processes, and merged the similar terms (e.g., face\facial) until the 
included terms reached 12. Finally, we implemented each state’s related terms in a 
Wordcloud plot and the size of each term is based on its relative correlation value.

Community Detection and Network-Based Statistics for State Transition 
Probability. To detect potential transition modules among states under each task, 
we obtained transition matrix across rest, emotional, and WM tasks derived from 
HMM model. Then, we employed Louvian community detection algorithm to 
estimate clustering modules in the network of transition matrix. We set different 
thresholds for the inclusion of transitions (top 15%, 20%, 25%, and 40%, respec-
tively) before conducting community detection to test the robustness of clustering 
results (SI Appendix, Fig. S16). To further investigate task and group differences in 
state transition dynamics, we implemented network-based statistics (v1.2) (79) to 
compare: i) transition differences between emotion task versus rest as well as WM 
task versus rest, respectively; ii) group differences in transition matrices between 
Placebo and DXM under rest, emotion, and WM tasks, separately. Significance 
determination was computed via nonparametric permutations setting at 5,000, 
alpha setting at 0.05, FWE correction.

Transition Complexity of State Sequence. To assess the system-level transition 
dynamics as an indicator of neurocognitive resource allocation, we implemented 
transition complexity index adapted from information-theoretic methods in previ-
ous studies (47, 48). This algorithm is derived from information theory and defines 
a given sequence as symbolic streams of words and measures the complexity of a 
given state sequences based on to what extent the list can be compressed into a 
shorter version of sequence without losing information of that sequence. Based on 
information theory (47), this approach has been implemented in deciphering the 
state sequence syntax of neural computations underlying sleep, anesthesia, and 
other task contexts, reflecting distinct modes of neural resource allocation (48). We 
implemented this transition complexity index to investigate whether CAR modu-
lates resource allocation across emotional and WM processing. According to the 
neurobiological models of CAR and our hypothesis, we speculate that alteration of 
such transition complexity could be linked to dynamic resource allocations. We then 
conducted group comparisons and correlation analyses for transition complexity 
metrics in Emotion (emotion vs. neutral) and WM (2- vs. 0-back) via combining 
Cohort 1 and 2. For group comparison of transition complexity, we split participants 
from Cohort 2 into higher\lower AUCg as well as higher\lower AUCi measures of 
CAR, based on the criterion in previous studies (5, 63) and then combined with 
Placebo\DXM groups in Cohort 1 accordingly. For correlational analyses between 
CAR and transition complexity, we z-scored transition complexity metrics in each 
cohort separately before combining data from two Cohorts.

Permutation Testing. To better account for the distributions of behavioral (i.e., 
accuracy) and brain state measures (i.e., fractional occupancy, mean lifetime, 
and transitions) that may not meet the normality assumption, we conducted 
nonparametric permutation tests to perform the statistical inference and 
determine the significance. For group comparisons of brain state measures, 
we randomly shuffled group labels between Placebo and DXM groups and 
calculated the difference in mean values between the shuffled groups (5000 
times). This process generated an empirical null distribution, and the P-value 
was determined by dividing the number of times the actual group difference 
exceeded the differences in the null distribution. The same procedures were 
conducted for group comparisons of transition complexity. For correlations 
between brain state occupancy and behavioral performance, we randomly 
shuffled the labels between each state’s fractional occupancy and behavioral 
performance and then computed correlation value (5000 times) to generate 
the null distribution. We determined the P-value by dividing the number of 
times for the actual correlations exceeded the null distribution of correlations. 
The same procedure was also conducted for correlation analyses between CAR 
measures and behavioral performance as well as between CAR measures and 
transition complexity metrics.

Data, Materials, and Software Availability. Preprocessed BOLD-fMRI time 
series, endocrinal, physiological, behavioral data and trained models used for 
generating results in the present study are available at GitHub repository (80). 
The original neuroimaging data that support this study are available from the 
corresponding author upon reasonable request. 
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